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Vocational vs. General Education

and Employment over the Life Cycle:

New Evidence from PIAAC

Franziska Hampf* and Ludger Woessmann†

*ifo Institute, University of Munich, Munich, Bavaria, Germany. e-mail: hampf@ifo.de and †University

of Munich, Munich, Bavaria, Germany, ifo Institute, CESifo, Munich, Germany, IZA, Bonn,

Germany. e-mail: woessmann@ifo.de

Abstract

It has been argued that vocational education facilitates the school-to-work transition
but reduces later adaptability to changing environments. Using the recent interna-
tional data of the Programme for the International Assessment of Adult
Competencies (PIAAC), we confirm such a trade-off over the life cycle in a
difference-in-differences model that compares employment rates across education
type and age. An initial employment advantage of individuals with vocational com-
pared to general education turns into a disadvantage later in life. Results are stron-
gest in apprenticeship countries that provide the highest intensity of industry-based
vocational education. (JEL codes: J24, J64, I20)

Key words: vocational education, apprenticeship, employment, life cycle, PIAAC

1. Introduction

Around the world, there is an increasing interest in expanded vocational education as a

way to get youth quickly and effectively into the labor market by endowing them with

occupation-specific skills. Earlier analysis of labor markets in the 1990s, however, sug-

gested possible adverse impacts of vocational education on employment opportunities later

in life due to limited adaptability to technological and structural change (Hanushek et al.

2017). With the significant transformation of labor markets over the past two decades

including such factors as globalization, technological change, altered training programs,

and reforms of social security systems, it is important to revisit the potential efficacy of ex-

panding vocational education in today’s economic environment. This article provides new

evidence whether the employment trade-off of vocational orientation over the life cycle is

still relevant today.

The ramifications of the deep changes that have occurred on labor markets for the em-

ployment effects of vocational education over the life cycle are not obvious. On the one

hand, the structural changes brought about by globalization and the rapid technological

VC The Author 2017. Published by Oxford University Press on behalf of Ifo Institute, Munich.

All rights reserved. For permissions, please email: journals.permissions@oup.com
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changes stemming from automation and digitalization (Autor, Dorn, and Hanson 2015)

may make the obsolescence of occupation-specific skills over the life cycle even more pro-

nounced (cf. Krueger and Kumar 2004). In these changing environments, long-run employ-

ment prospects may be enhanced by general skills such as basic cognitive skills, social

interaction skills, and skills that facilitate continuous learning such as transversal skills,

adaptability, creativity, problem-solving, and critical thinking skills. On the other hand,

reduced options of generous early retirement schemes in the social security systems of many

countries may dampen the incidence of reduced employment at older ages, thereby reducing

the scope for differential employment patterns between vocational and general education

late in the life cycle.1

This article uses the Programme for the International Assessment of Adult

Competencies (PIAAC), conducted in 2011–2012, to estimate the employment effects of

vocational vs. general education over the life cycle on modern labor markets in a sample of

16 countries. To address concerns of selection into types of education, we employ the

difference-in-differences model introduced by Hanushek et al. (2017) that compares em-

ployment rates across age for people with general and vocational education. We make use

of the individual skill measures available in PIAAC, among others, to account for potential

differential changes in selectivity over time.

Our results confirm a strong trade-off between early advantages and late disadvantages

in employment for individuals with vocational education. But there is strong heterogeneity

depending on the specific institutional structure of schooling and work-based training in a

country. While no significant pattern is detected in the six countries without sizeable voca-

tional systems, the declining relative age–employment pattern of individuals with voca-

tional education is found across the 10 countries with significant vocational systems, and it

is strongest in countries with widely developed apprenticeship systems where industry is

directly involved in education. In these apprenticeship countries, the cross-over age by

which individuals with a general education have higher employment probabilities is as low

as age 44 years, and somewhat higher around age 50 years for the group of vocational coun-

tries at large.

Our study contributes to a growing literature on the effects of vocational education on

labor-market outcomes over the life cycle. An extensive literature looks at the effect of vo-

cational education on the school-to-work transition, with varying results (see Shavit and

Müller (1998), Ryan (2001), and Zimmermann et al. (2013) for studies with an interna-

tional focus and Malamud and Pop-Eleches (2010) for a study identified from a Romanian

reform). Using the International Adult Literacy Survey (IALS) of the mid-1990 s, Hanushek

et al. (2017) extended this perspective beyond the entry phase of the labor market, showing

that the relative labor-market advantage of vocational over general education decreases

with age. Several recent country-specific studies that go beyond the entry phase similarly

show consistent age patterns by education type, including Cörvers et al. (2011) for

Germany, the Netherlands, and Great Britain; Weber (2014) for Switzerland; and Brunello

and Rocco (2017) for Great Britain. While Stenberg and Westerlund (2015) and Golsteyn

1 For example, in Germany the entitlement age for early retirement after 12 months of unemployment

has been gradually raised from 60 to 63 years since 2006, and the terms of early retirement have

become less generous. As a consequence, the share of those retiring before age 65 years

(61 years) among all retirees has declined from 75% (56%) in 1995 to 57% (25%) in 2012 (Deutsche

Rentenversicherung Bund 2015).
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and Stenberg (2017) also find such a pattern for Sweden, Hall (2016) is an exception that

does not find a significant pattern based on the pilot of a Swedish reform in 1988–1993

that extended upper-secondary vocational programs by 1 year and increased their general

content.

Our results extend the life-cycle analysis to a large sample of countries with recent data.

While some have argued that pension reforms that limit early retirement may have damp-

ened any relative employment effect at older ages, others have suggested that increasing glo-

balization, automation, and digitization may have made adaptability to changing

occupational structures ever more important. In fact, our results show a continuing trade-

off for vocational education between ease of labor-market entry and limited adaptability at

later ages that is very similar in size to the results in Hanushek et al. (2017) for the mid-

1990 s. Apart from the updated period, the PIAAC data also provide a much richer testing

of skills and a sample size that is almost twice as large as in IALS. Because we see our main

contribution in showing that international results which refer to two decades ago also hold

on today’s labor markets, we keep the article intentionally short with a focus on the core re-

sults of employment over the life cycle.2

Our analysis also extends the emerging literature that uses the PIAAC data to study dif-

ferent aspects of education and the labor market. Thus, Levels, van der Velden, and Allen

(2014) provide an analysis on mismatch; Hanushek et al. (2015) on returns to skills;

Brunello and Rocco (2015) and Forster, Bol, and van de Werfhorst (2016) on aspects of vo-

cational education; Broecke, Quintini, and Vandeweyer (2017) on inequality; Falck,

Heimisch, and Wiederhold (2016) on returns to information and communication technol-

ogy (ICT) skills; and Kahn (2016) on employment protection.

In what follows, Section 2 introduces the PIAAC database. Section 3 describes the

difference-in-differences model. Section 4 presents our main results on the employment ef-

fects of education type over the life cycle and reports several robustness analyses indicating

that results are not driven by varying selectivity into education types over time. Section 5

tests for heterogeneity across groups of countries with differing vocational systems. Section

6 concludes.

2. The PIAAC Data

Collected between August 2011 and March 2012, PIAAC was developed by the

Organisation for Economic Co-operation and Development (OECD) to survey the skills of

a representative sample of adults aged 16–65 years in each participating country. For our

purposes, PIAAC provides internationally comparable data on individuals’ type of educa-

tion, labor-market status, and background variables in 16 countries.3

We classify the 16 countries into different categories according to the extent and inten-

sity of vocationalization of their education systems using information from PIAAC and

2 Hanushek et al. (2017) provide additional analyses of income and adult education over the life

cycle, lifetime earnings, within-occupational-group analysis using the German Microcensus, and

analysis of exogenous variation from plant closures in Austrian administrative data.

3 Among the remaining eight PIAAC countries, the Russian data have issues of representativeness;

Canada and Estonia do not provide data on educational attainment in the Public Use File; and

Belgium, Cyprus, Italy, Poland, and the Slovak Republic do not provide consistent data on the type

of education.
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OECD’s Education at a Glance (EAG) statistics.4 We define ‘vocational countries’ as those

countries whose vocational share is at least 40% in PIAAC and at least 50% in EAG. Based

on these criteria, 6 countries (Ireland, Japan, Korea, Spain, the United Kingdom, and the

USA) are classified as ‘non-vocational countries’ with limited vocational systems, whereas

10 countries are ‘vocational countries’ with significant vocational systems. Among the lat-

ter, three countries (Austria, Denmark, and Germany) are ‘apprenticeship countries’ with a

share of combined school and work-based vocational programs that exceeds 40% in EAG.

Together with these three countries, the Czech Republic is also classified among the ‘non-

school based vocational countries’ that have a vocational sector with at least 25% in com-

bined school and work-based programs. The remaining six vocational countries (Australia,

Finland, France, the Netherlands, Norway, and Sweden) have mostly school-based voca-

tional sectors.

Our sample includes all males aged 16–65 years who completed at least secondary edu-

cation and are not currently in education.5 The type of education is derived from responses

to an internationally harmonized background questionnaire. For individuals with second-

ary education, the PIAAC data provide a variable indicating whether a respondent’s highest

level of education is vocationally oriented. For individuals with tertiary education, we fol-

low Hanushek et al. (2017) and Brunello and Rocco (2015) in classifying the largely

theory-based tertiary-type A programs (ISCED 5A) that are designed to provide sufficient

qualifications for entry to advanced research programs and professions with high skill re-

quirements as general. The more practical, technical, and occupational specific tertiary-

type B programs (ISCED 5B) that lead to professional qualifications are classified as

vocational.6

Apart from the education type, PIAAC provides detailed tests of individuals’ cognitive

skills in numeracy, literacy, and ‘problem solving in technology-rich environments’. These

skill measures have been shown to have substantial returns on the labor market (Hanushek

et al. 2015) and allow us to account for differential selectivity into education type by age.

Test scores are normalized to have mean zero and standard deviation one within each coun-

try. Apart from the richer testing of skills, PIAAC also provides substantially larger sample

sizes per country than the IALS data set of the mid-1990 s, so that our full sample of 29,452

individuals is almost twice as large as in the IALS study by Hanushek et al. (2017).

Table 1 provides descriptive statistics of the main variables of our analysis for the sam-

ple of 10 countries with significant vocational systems. On average, 64% of individuals

have completed a vocational education program in this country sample. Country-specific

inspection suggests that the shares of individuals who completed a vocational program is

rather stable over age cohorts in most of these countries, with the exceptions of Denmark

and Finland (and, to a lesser extent, France) indicating a decline in vocational attendance

4 The categorization follows the one applied in Hanushek et al. (2017), updated with the more recent

statistics of PIAAC and EAG 2008.

5 The restriction to males with their historically stable aggregate labor-force participation patterns

during prime age circumvent concerns raised about our identification by cohort-specific selection

into work by females.

6 While tertiary vocational programs are likely more heterogeneous in the mix of general skills ob-

tained, our results are robust to restricting the analysis to the subsample of individuals completing

just secondary education for whom PIAAC explicitly provides a classification of education type

(not shown).
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over time. Employment rates are 84% for individuals with a general degree and 77% for

those with a vocational degree. Literacy and numeracy scores are also higher for individuals

with a general education.

3. Empirical Model

We focus on the impact of vocational vs. general education types on employment over the

life cycle, with our main hypothesis being that any relative labor-market advantage of voca-

tional over general education decreases with age. As developed in Hanushek et al. (2017),

our baseline model is a simple difference-in-differences approach that compares the age–

employment patterns of workers of the two education types within each country:

Ei ¼ a0 þ a1Ai þ a2A2
i þ b1Gi þ b2Gi � Ai þXicþ lc þ �i (1)

where Ei is an indicator capturing whether individual i is employed (in paid work during

the past week); age A and its square capture the normal age–employment pattern in the

economy; Gi is an indicator for general (as opposed to vocational) education type; X is a

vector of control variables including years of schooling and skills; and lc are country fixed

effects.

Our main coefficient of interest is b2, which captures the differential impact of general

relative to vocational education on employment with each year of age. In addition, b1 meas-

ures the initial employment probability of general relative to vocational education

Table 1. Descriptive statistics

(1) (2) (3) (4) (5)

Full sample Individuals with

Mean Minimum Maximum Vocational education General education

Employed 0.793 0 1 0.769 0.836

(0.405) (0.421) (0.371)

General education 0.358 0 1 0 1

(0.479)

Age 44.36 17 65 44.64 43.86

(12.62) (12.73) (12.40)

Years of schooling 13.97 9 22 12.95 15.81

(2.309) (1.51) (2.36)

Literacy score 282.8 51.5 445.1 271.5 303.2

(44.9) (42.3) (42.2)

Numeracy score 289.1 48.2 467.0 277.5 310.0

(48.7) (45.9) (46.6)

Observations 18,938 12,164 6774

Countries 10 10 10

Notes: Means, standard deviations (in parentheses), minimum, and maximum. Sample includes males aged

16–65 years with at least secondary education in the 10 vocational countries. Data weighted by sampling

weights, giving same weight to each country.

Source: PIAAC.
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(normalized to age 16 years in the empirical application). While we doubt that b1 ad-

equately captures the impact of general education because it implicitly includes any selectiv-

ity into education types not captured by X, the identifying assumption for b2 is the

standard assumption of the difference-in-differences approach that the selectivity of people

into general vs. vocational education (conditional on X) does not vary over time. Put differ-

ently, to interpret our cross-sectional analysis as a pattern over the life cycle, we assume

that conditional on the available observables, today’s older people in each education type

are a good proxy for today’s younger people when they grow older.7

In our analysis below, we provide several tests of this assumption. First, to account for

possible time-varying selection of individuals with differing ability into education types, we

condition on the literacy and numeracy scores observed in PIAAC and, importantly, their

interactions with age. Second, we control for two additional characteristics that may depict

selection into education type and their interactions with age, namely, parental education

and the number of books at home when a person was 15 years old. Third, given the cross-

country nature of our main analysis, we can also condition on the share of each 10-year age

cohort in a country that completed an education type, thereby holding overall changes in

the size of each education type constant. Fourth, we use propensity score matching to iden-

tify a sample of individuals with vocational education that is observationally comparable to

that for general education, thereby disregarding any individuals who do not have common

support in the other education type. Together, these analyses provide strong support for an

interpretation of the cross-sectional analysis as a life-cycle result.8

In addition, we can perform a straightforward direct test of whether selectivity into

education types changed over time in our setting: we can estimate whether the effect of

observed predictors of choice of education type varies with individuals’ age. As is evident

from Table 2, both individual test scores and socioeconomic status at the time of making

educational choices—proxied by the number of books at home when an individual was

15 years old—are strong predictors of education type. In particular, individuals with

higher literacy scores and more books at home are more likely to select into general edu-

cation programs. Numeracy score also enters significantly in the absence of literacy

scores, whereas only literacy retains significance in a model that considers both of them

jointly. Mothers’ education is marginally significantly positive in a model without books

at home, but loses significance with books at home. More importantly, the interaction

terms of all these variables with individuals’ age are statistically insignificant. That is, we

can observe a number of significant predictors of choice of education type, but the effect

of none of them varies with age in the very setting of our analysis. While this does not pre-

clude the possibility that unobserved characteristics of individuals with different

7 Reassuringly, Brunello and Rocco (2017) and Golsteyn and Stenberg (2017) confirm a trade-off of

labor-market outcomes by education type over the life cycle with longitudinal data in Britain and

Sweden, indicating that age differences reflect actual age effects rather than cohort effects that

are specific to education types.

8 These analyses also address potential effects of changes in the extent to which the curricula of

vocational programs contain general material. For example, reforms of vocational programs such

as the Dutch reform studied by Oosterbeek and Webbink (2007) and the Swedish reform studied by

Hall (2016) may have contained such curricular implications. To ensure that our results are not

driven by these reforms, we confirm that results are robust to excluding the Netherlands and

Sweden from our analysis (not shown).
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education types may have changed differently over time, this result provides plausibility

to our identifying assumption that conditional time-varying selectivity into education

types does not drive our results.

4. Employment Effects of Education Type over the Life Cycle

Our results in Table 3 indicate that there is indeed a strong trade-off of employment pat-

terns by education type over the life cycle. Initially, individuals completing vocational edu-

cation programs have higher employment probabilities. But with increasing age, this

advantage declines and ultimately turns around into an employment advantage of

Table 2. Correlates of general education type

(1) (2) (3)

Literacy score 0.047*** 0.054***

(0.009) (0.017)

Literacy score � age �0.001 �0.003

(0.003) (0.005)

Numeracy score 0.036*** �0.008

(0.009) (0.017)

Numeracy score � age �0.001 0.001

(0.003) (0.005)

Books at home at age 15 0.038*** 0.041*** 0.039***

(0.010) (0.010) (0.010)

Books at home at age 15 � age �0.000 �0.000 �0.000

(0.000) (0.000) (0.000)

Mother has high school education 0.032 0.034 0.032

(0.028) (0.028) (0.028)

Mother has high school education � age �0.000 �0.000 �0.000

(0.001) (0.001) (0.001)

Age �0.008*** �0.008*** �0.008***

(0.001) (0.002) (0.002)

Age2 0.015*** 0.014*** 0.015***

(0.002) (0.002) (0.002)

Years of schooling 0.120*** 0.121*** 0.121***

(0.001) (0.002) (0.002)

Country fixed effects Yes Yes Yes

Observations 18,340 18,340 18,340

Countries 10 10 10

R2 (adjusted) 0.436 0.434 0.436

***p< 0.01; **p< 0.05; *p< 0.1.

Notes: Linear probability model. Dependent variable: 1¼ education type of individual is general; 0¼ voca-

tional. Sample includes males aged 16–65 years with at least secondary education in the 10 vocational coun-

tries. Age variable subtracted by 16 and divided by 10. Regressions weighted by sampling weights, giving same

weight to each country. Robust standard errors in parentheses.

Source: PIAAC.
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individuals completing general education programs (see also the descriptive pattern in

Figure 1).9 Using the sample of 10 countries with significant vocational systems, the first

column of Table 3 shows the simplest model that conditions only on country fixed effects,

a quadratic in age, and years of schooling. At age 16 years, the employment probability of

persons with a vocational education is 10.0 percentage points higher. But with every

10 years of age, this declines significantly by 3.2 percentage points, which is even larger

than the 2.1 percentage points found in the equivalent specification of Hanushek et al.

(2017) for the mid-1990 s. The interacted specification implies that starting with age

48 years, persons with a general education have a higher employment probability.

As discussed above, the main concern with identification from the age gradient in rela-

tive employment in this difference-in-differences approach is that within countries, selectiv-

ity into the two education types may have changed over time. As a first check on this

possibility, Column 2 adds the PIAAC literacy score and its interaction with age. On the

one hand, this inclusion captures any change in selectivity of individuals with initially dif-

ferent basic skill levels into different education types that is reflected in differences in

observed adult skills. On the other hand, these skills could in part be endogenous to specific

education types and to work histories, thereby taking out more of the identifying variation

than it should. Specifically, if the education programs and employment experiences of

Figure 1. Employment by age and education type in apprenticeship countries.

Notes: Sample includes males who completed at least secondary education and are currently not stu-

dents in the three ‘apprenticeship countries’ (Austria, Denmark, and Germany), based on a matched

sample that uses propensity score matching to ensure common support between persons with a voca-

tional and a general education in each country (see text for details of the matching algorithm).

Smoothed scatterplot using locally weighted regressions (Stata lowess). Data source: PIAAC.

9 It is apparent from the figure that the gap between the two curves moves to the advantage of gen-

eral education in a rather linear fashion, favoring the linear-in-age interaction specification of the

empirical model. However, specifications with interaction terms that are nonlinear in age indicate

that the differential pattern of employment between vocational and general education is particu-

larly pronounced starting in the mid-50 age range (not shown). While Figure 1 is based on a

matched sample of vocationally educated and generally education individuals, the same qualitative

pattern emerges in a purely descriptive figure of the full sample.
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generally educated individuals lead them to gain and maintain more literacy skills relative

to vocationally educated individuals, conditioning on adult literacy skills will lead to an

underestimation of b2, our coefficient of interest in Equation (1). In any event, while the as-

sociation of literacy with employment indeed increases with age, the main pattern of results

remains unchanged, with a slightly reduced coefficient on the type of education–age inter-

action. Given that the inclusion of controls for adult skills is likely to lead to conservative

estimates in our setting, we keep including them throughout.10

While the inclusion of literacy scores follows the analysis with the IALS test in

Hanushek et al. (2017), PIAAC in fact provides considerably richer testing of skills which

allows us to estimate our main equation conditional on the different domains of cognitive

skills tested in PIAAC. When we add the PIAAC numeracy score in addition to the literacy

score (Column 3), literacy in fact loses significance, which is fully captured by numeracy.

However, our qualitative results do not change.11

As another control for potential differential selectivity into education over time,

Column 4 adds controls for the education level of respondents’ mothers and its interaction

with age. These turn out insignificant and hardly change our substantive results.12 The

same is true in a model without literacy scores (considering the potential endogeneity of

adult skills) or when adding the number of books at home at age 15 years as another back-

ground control, which enter the model significantly with or without skill controls (not

shown).

To account for potential effects of changes in the aggregate composition of the labor

force by type of education over time, Column 5 adds the percentage of each 10-year age co-

hort completing general education in each country; results are hardly affected.13 In this

main specification, for each 10 years of age, the relative employment chances of those with

a general education increase by 2.2 percentage points relative to those with a vocational

education, which is effectively the same as found in the base specification of Hanushek

et al. (2017) for the mid-1990s.

As another approach to address possible selection issues, Column 6 shows results of a

model using propensity score matching to compare individuals with a vocational education

only to observationally similar individuals with a general education. We use nearest-

neighbor matching which, for each country, matches each individual with vocational edu-

cation to one individual with general education based on age, years of schooling, literacy

and numeracy scores, and mother’s education, so that the estimate is only identified from

10 While the basic literacy and numeracy skills captured by the PIAAC tests may be part of the set

of general skills of which general education programs provide more than vocational programs,

they do not capture many other aspects of general skills such as other cognitive skills, social-

interaction skills, and learning-to-learn skills.

11 Despite the high correlation between literacy and numeracy (0.85), our results are effectively un-

changed when including only numeracy or when using the average of literacy and numeracy.

Interestingly, the new PIAAC domain of ‘problem solving in technology-rich environments’ (not

available in France and Spain) does not enter our employment equation significantly (individually

or jointly with the other domains) and does not affect our results.

12 The same holds for father’s education and parents’ highest education, which are missing more

observations.

13 The age pattern of employment by education type is also robust to adding the average skill scores

of individuals with the particular education type by country and 10-year age cohort, as in

Hanushek et al. (2017).
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common support between the two groups within each country. While this reduces the num-

ber of observations by 35%, our main result in fact becomes stronger, indicating that it is

not driven by observations off the common support.

A final concern is selectivity at young ages because some young people are still in the

education system, particularly in general programs. Thus, Columns 7 and 8 restrict the

sample to persons at least 20 and 30 years of age, respectively. In fact, the age pattern of

employment by education type gets stronger in these reduced samples (in contrast to

Hanushek et al. 2017).

5. Heterogeneity across Countries

As indicated, countries differ widely in the treatment intensity of their aggregate institu-

tional vocationalization. While the previous results were restricted to the 10 countries with

significant vocational systems, the first column of Table 4 shows that the main results also

hold in the full sample of 16 countries, albeit at reduced coefficient size. In fact, Column 2

shows that the pattern is not at all visible in the nonvocational countries, with effectively

no employment differences across education types. This result may reflect the vagueness of

the definition of general vs. vocational types of education programs in countries with lim-

ited vocational systems.

In contrast, results are substantially stronger in countries with nonschool-based voca-

tional systems (Column 4) and, in particular, in countries with extensive apprenticeship sys-

tems (Column 5). The heterogeneous results across country groups may reflect an

increasing treatment intensity of vocational specificity: The apprenticeship programs with

their substantial industry-based education tend to provide the highest intensity of voca-

tional experience (cf. Wolter and Ryan 2011). The cross-over age from which on employ-

ment is higher for general than for vocational education is as low as 44 years on average

across the apprenticeship countries. In fact, despite the smaller sample sizes, the main pat-

tern is significantly visible in all three apprenticeship countries (Columns 6–8), with the

Austrian results providing confirmation in a country that had not participated in IALS. The

overall pattern across country groups is consistent with the employment effects of educa-

tion types increasing with the treatment intensity of occupation-specific education in the

vocational system.14

6. Conclusions

Using recent data on labor markets in a large sample of countries, we aim to provide a

deeper understanding of the merits and limitations of different education types for employ-

ment in an increasingly globalized era. We find strong evidence that a life-cycle perspective

is important: while individuals who completed vocational education programs initially

have better employment opportunities than individuals who completed general education

programs, this pattern turns around at older ages. While estimates vary across specifica-

tions, the estimated cross-over age by which individuals with a general education have a

14 These results suggest that the opposing interpretation in Forster, Bol, and van de Werfhorst (2016)

may stem from peculiarities in their standardized index of vocational systems, as well as their in-

clusion of countries with unclear identification of education types in PIAAC.
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higher employment probability than individuals with a vocational education is around

50 years, and somewhat earlier around 45 years in the apprenticeship countries. These esti-

mates are broadly in line with the range of estimates found for the mid-1990s in Hanushek

et al. (2017), although they tend to indicate a slightly earlier cross-over age in the early

2010s. The findings are also consistent with the general pattern suggested by a number of

recent country studies that show a similar age pattern of labor-market outcomes by educa-

tion type over the life cycle.

The estimated impact of education type on the age–employment profile is consistent

with vocational education improving the transition from school to work but reducing

adaptability of older workers to economic change. This pattern is particularly pronounced

in countries with apprenticeship systems, whose emphasis on industry-based education may

provide the strongest treatment intensity of vocationalization.

From an individual perspective, the results imply that people should be aware that there

is a trade-off between early advantages and later disadvantages of vocational vs. general

education programs over the employment life cycle. The topics of facilitated entry vs. later

adaptability indicate that there are both pros and cons of vocational education and of gen-

eral education. The relative merits will depend on many factors, including the imminence

of disruptions from technological or structural change in a specific sector or occupation in

the country, the individual’s inclination for adaptability and change in general, and the rate

at which the individual discounts the future.

From a policy perspective, our results suggest caution about policies that concentrate

just on the current employment situation and ignore the dynamics of growing economies.

Current policy discussions often focus narrowly on issues of labor-market entry and youth

unemployment. For a full assessment of how different education types affect the labor-

market chances of workers, however, policy has to set the potential advantages of

vocational programs in facilitating the transition from school to work against potential dis-

advantages when people have to adjust to changing conditions later in life. For countries

with extensive vocational systems, the results may suggest that reducing the early special-

ization of students on specific occupational skills may be conducive to their long-run pro-

spects on the labor market. In addition, the results indicate that it may be worth

considering the establishment of a system for lifelong learning that does not only update

workers’ skills within their occupation but also conveys skills that facilitate their flexibility

if changing labor-market conditions require occupational change.
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Abstract

We argue that, under certain conditions described by a sunk cost hysteresis model,
firms consider exports as a substitute for domestic demand. This is valid also on
the macroeconomic level where the switch from the domestic market to the export
market and vice versa takes place in a smooth manner. Areas of weak reaction of
exports to changes in domestic demand are widened by uncertainty. Our econo-
metric model for six euro area countries suggests domestic demand and capacity
constraints as additional variables for export equations. We apply the exponential
and logistic variant of a smooth transition regression model and find that domestic
demand developments and uncertainty are relevant for short-run export dynamics
particularly during more extreme stages of the business cycle. A substitutive rela-
tionship between domestic and foreign sales can most clearly be found for France,
Greece, and Ireland (exponential smooth transition regression (ESTR) model) and
France, Portugal, and Italy (logistic smooth transition regression (LSTR) model),
providing evidence of the importance of sunk costs and hysteresis in international
trade between the member states of the Economic and Monetary Union (EMU).
What is more, our empirical results are robust to the inclusion of a variable meas-
uring European policy uncertainty. In some cases (Italy, Greece, and Portugal) the
results underscore the empirical validity of the export hysteresis under uncertainty
model. (JEL codes: F14, C22, C50, C51, F10).

Key words: domestic demand pressure, exports, error-correction models, hysteresis, modelling

techniques, smooth transition models, sunk costs, uncertainty

1. Introduction

A number of euro area countries which recorded large current account deficits in the period

prior to the European debt and banking crisis starting in 2010 have seen a significant cor-

rection of their external imbalances, in particular the trade balance, over recent years.

Falling imports have been an important part of this correction due to low domestic
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demand. However, at the same time, exports and export market shares have been continu-

ously increasing in most of these countries since 2009. Shrinking unit labour costs and fall-

ing real effective exchange rates are able to explain only part of the gains in export market

shares. Christodoulopoulou and Tkacevs (2014) find that only 60–70% of variation in ex-

ports can be explained by standard export equations. It thus seems likely that non-price-

related factors have been important in explaining export performance. The residuals from a

standard approach to model exports are potentially consistent with the parallel dramatic

fall of domestic demand. A possible relationship between domestic demand and exports

could be particularly important in the current economic situation of substantial macroeco-

nomic adjustment needs and very low domestic demand.

The relation between domestic demand and exports is not straightforward and could be

either negative (substitutive) or positive (complementary). A recent survey of literature on

this topic is presented in Esteves and Rua (2013). Theoretical reasons for a positive link be-

tween domestic demand and exports may be due to increased efficiency from learning by

doing effects (Belke et al. 2013) or due to liquidity generated by cash flow from exports

which can help overcome liquidity constraints for domestic operations (Berman et al.

2011). Theory has identified a negative relationship between domestic demand and exports

mostly at the firm level. Several studies have been concerned with the effects of domestic de-

mand pressure on the inclination and capacity to export. These studies are not numerous,

but go back several decades.1

The main argument is that—in the short run—exporting firms face capacity constraints

or increasing marginal costs and thus have to substitute sales between their domestic and

foreign markets. An increase in demand for exports cannot be satisfied in the short run as

long as capacity is highly utilized and most of production is sold on the domestic market.

Conversely, with low domestic demand, for instance during a domestic recession, firms will

be able to shift more resources to export activities; to compensate for the decline in domes-

tic sales, firms will increase their efforts to export. Besides pull factors (e.g. foreign de-

mand), export performance can thus also be determined by push factors (such as low

capacity utilization). Besides the studies mentioned above, more recent empirical literature

(Ilmakunnas and Nurmi 2007; Má~nez et al. 2008; Berman et al. 2011; Blum et al. 2011;

Vannoorenberghe 2012 or Ahn and McQuoid 2013) generally identifies a significant nega-

tive effect of domestic demand pressure on exports for several countries, among them the

UK, the USA, Germany, Spain, Israel, Turkey, Morocco, and India.

The main lesson from the literature is that any exercise of modelling export performance

should take into account not only the factors driving external demand (and thus impact ex-

port activity from the demand side) but also those influencing domestic demand (which af-

fect export activity mostly through the supply side). Moreover, the studies underline the

necessity of clearly differentiating between the short run and the long run. One potential

limitation of the previous literature is that the complementarity versus substitutability prop-

erty of domestic demand and exports has often been analysed in a linear framework. The

relationship between domestic demand and export performance may however vary with

economic conditions and thus be of a non-linear nature.

Assuming a substitutive relationship between domestic demand and exports, following

a domestic demand shock, firms will try to shift sales between the two markets. However,

1 Examples are Ball et al. 1966; Smyth 1968; Artus 1970, 1973; Dunlevy 1980; Zilberfarb 1980; and Faini

1994 and Sharma 2003.
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entering the export market or shifting more sales towards it usually implies sunk costs.

These are costs firm need to pay that are irreversible ex post (Baldwin and Krugman 1989),

and the significance of this knowledge diminishes rapidly after leaving the export market

(Belke et al. 2013).

In that respect, we can distinguish two cases. First, with a negative domestic demand

shock and sunk costs for entering or shifting to the export market, firms will therefore be

reluctant to pay these costs as long as capacity is still relatively highly utilized. Once cap-

acity utilization falls below a certain threshold, firms might be more willing to pay sunk in-

vestment costs, as these costs and the effort of selling in the foreign market might be lower

than the cost of running excess capacity.2 Exports in this case can be considered as ‘sur-

vival-driven’. Secondly, following a positive domestic demand shock, firms might not be

able to serve both domestic and foreign markets due to highly utilized capacities. If they

prefer producing for the domestic market, firms would consider shifting sales to that mar-

ket once a certain high capacity utilization threshold has been crossed. With sunk costs,

leaving the export market or shifting sales away from it implies that these costs would have

to be paid again upon trying to re-enter the export market or reshifting sales towards it in

the future.

Overall, these arguments suggest that only if certain low or high capacity utilization

thresholds have been crossed, firms will change their export behaviour. Only if a domestic

demand shock is accompanied by extreme changes in capacity utilization will firms shift

their sales to another market. As long as capacity is utilized to a more normal degree and

operates within these lower and upper thresholds, firms are working in a ‘band of inaction’

where sunk costs hinder firms from changing their export behaviour, even though capaci-

ties might exist for those firms that are not yet very active in foreign markets.3 This also

implies that, once capacity utilization thresholds have been crossed on either end and firms

have shifted sales among markets, they will be reluctant to shift again once capacity returns

back to more normal levels. There is thus strong persistence in export behaviour which can

be traced back to the theory of hysteresis (Baldwin and Krugman 1989). Export hysteresis

is the tendency of a temporary change in export behaviour to become permanent. It is par-

ticularly important in the current weak economic situation of several euro area member

states; firms increase efforts to shift sales to the export market, given weak domestic de-

mand, and this might not be a cyclical change but rather a persistent improvement as firms

will often decide to stay in the foreign market even once domestic demand picks up again

as they are trying to avoid repaying sunk costs.

We thus essentially present a story of dynamic investment in the presence of high fixed

cost and capacity constraint. This story is consistent with firms switching from selling in

the domestic market to the foreign market as soon as the level of domestic demand falls

short of a given trigger threshold. But what about the heterogeneity element that induces

switching only by some firms, but not in all firms? Here we refer to Belke and Goecke

2 Alternatively, some firms might be constrained by technical limitations that allow production at a

certain capacity utilization rate only; facing a certain low capacity utilization threshold, they might

face the decision to either not produce at all or shift their production to serving foreign markets.

3 In the European case and the countries under consideration, potential for shifting production to for-

eign markets seems to exist. As an example, Esteves and Rua (2013) specify that in 2010, only one-

third of Portuguese manufacturing firms were exporting and for them the exports to sales ratio

was on average around 30%.
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(2005) who, starting from the idea of a ‘band of inaction’, focus on the issue of aggregation.

They are able to derive an aggregation process, considering heterogeneity of sunk exit/entry

costs and/or the extent of uncertainty of the future market situation and/or the elasticity of

demand. This is resulting in different triggers for different firms. This (realistic) consider-

ation of heterogeneity alters the hysteresis characteristics when aggregating from the micro-

economic to the macroeconomic level. Due to heterogeneity in firm characteristics such as

the magnitude of sunk costs or the productivity level, firms exit (and entry) sequentially

and not all in a time from (into the) the market, and the resulting aggregated hysteresis loop

thus shows no discontinuities. This is rather important in our context because, absent this

feature, all firms would switch if there is a large negative domestic demand shock. This

would contradict the abundant micro-evidence in the trade literature that actually the most

engaged exporters are also faring best on the domestic market.4

Notably, in this model of export hysteresis, the band of inaction is widened by uncer-

tainty (Belke and Goecke, 2005). This is because a forward-looking firm considers future

effects of a present sunk cost ‘investment’. If the exogenous variable demand is stochastic, a

real option approach applies (Dixit 1989, Pindyck 1998, 1991; Belke and Goecke 2001).

An inactive firm deciding on a present entry or to stay passive will include the option to

enter later as a potential alternative. Demand which is presently contributing to cover costs

may in a stochastic situation decrease in the future. By staying passive the firm can avoid fu-

ture losses if this situation will realize. Moreover, an instantaneous entry kills the option to

enter later and to ‘wait-and-see’ if the future demand movement will turn out to be (un)fav-

ourable. Thus, in a stochastic situation, the sunk costs and, additionally, an option value of

waiting have to be covered to trigger an entry. Therefore, uncertainty implies an upward

shift of the entry trigger demand. The same is valid for the exit trigger demand which will

shrink in a situation with uncertainty. Belke and Goecke (2005) show that this line of rea-

soning is valid also at the macroeconomic aggregated level. Thus, uncertainty leads to a

widening of the band of inaction also at the macroeconomic level, aggravating the hyster-

esis property of the firm’s export behaviour.5

Our article builds on this sunk cost hysteresis model and explicitly tests for a short-run

non-linear relationship between domestic demand and exports from a macroeconomic per-

spective. A particular asymmetric effect was already considered in Esteves and Rua (2013)

for the case of Portugal. Belke, Oeking, and Setzer (2015) consider the relation of domestic

demand and export of goods in several euro area countries. Our analysis goes beyond these

studies by investigating six euro area countries with significant current account deficits in

the pre-crisis period (Spain, Portugal, Italy, France, Ireland, and Greece) employing the ex-

port of both goods and services.

The focus upon these former current account deficit countries reflects our intent to ana-

lyse countries in which firms were experiencing a fall in domestic demand. After the start of

EMU, a real appreciation sets in for peripheral Euro area member countries, especially in

those experiencing a massive housing boom, namely, Ireland and Spain. As a consequence,

their competitiveness went down further. At the same time nominal long-term interest rates

converged among EMU member countries, inducing low real interest rates in the peripheral

4 The aggregation procedure of firm heterogeneity under consideration is explained in detail in

Belke and Goecke (2005), pp. 196–201.

5 The aggregation procedure under consideration of firm heterogeneity and uncertainty is explained

in detail in Belke and Goecke (2005), pp. 189–192.
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countries with higher inflation. This in turn stifled spending and inflation even further,

leading to growing current account deficits (see, for instance, Krugman et al. 2015, pp.

687ff.). Since currency devaluation was no option for these countries, it became clear that

the necessary real exchange rate adjustment implied a period of low inflation or even defla-

tion in combination with significant unemployment and protracted recession including

weakness of domestic demand.6 The ‘doom loop’ among banks and governments contrib-

uted significantly to this development.

Moreover, we go beyond the papers mentioned above by thoroughly conducting tests

for structural breaks common to the countries under investigation and integrating an uncer-

tainty variable in our estimations.

Following Belke et al. (2015), we implement a smooth transition regression (STR) model

such that we can specify aggregated non-linearities with a high degree of flexibility. We

argue that the strength of the relation between domestic demand and exports depends on

capacity constraints and more generally the business cycle. Besides the possibility that sub-

stitutability will increase after reaching either the upper or lower threshold (i.e. giving rise

to symmetry around the band of inaction), we also allow for the possibility that exports

react sharper in a recession than during an economic expansion (giving rise to asymmetry

around the band of inaction). This is achieved by relying on either an exponential or logistic

variant of smooth transition specification. The aggregation at the macro level allows us to

draw results on net effects of capacity utilization on the economies as a whole. This is of

special importance in the discussion of macroeconomic adjustment and the reduction of

current account imbalances in the euro area.

The article proceeds as follows. Taking the simple sunk cost-based hysteresis model as a

starting point, we carry out some pretesting in terms of unit roots and cointegration in

Section 2. Based on the cointegration results, we set up an error-correction export equation

and incorporate non-linearities as suggested by our theoretical considerations. These STR

models, including several robustness tests among them the incorporation of an uncertainty

variable, are estimated in Section 3. Section 4 finally concludes and conveys an outlook on

further research avenues.

2. Empirical Strategy

2.1 Data

Our data stem from different sources (cf. Table A1): data on real exports (xt) and real do-

mestic demand (ddt) come from the national statistical offices (either obtained from

Eurostat or Oxford Economics). Value-added exports (xva
t ) have been constructed by data

from the World Input-Output Database (wiod.org); the annual data were converted to

quarterly data by applying cubic spline interpolation. The real effective exchange rate has

been obtained from Eurostat and is an index deflated by consumer price indices with a

6 See, for instance, Belke and Gros (2017). But, for example, in Ghironi and Melitz (2005), a negative

current account emerges also in times of a positive productivity shock or a reduction of entry bar-

riers. In this case, the home economy experiences the most attractive conditions and becomes

nevertheless a net borrower on international markets to finance the creation of new firms that a

positive productivity shock or the reduction of competitive barrier warrants. However, this was not

the scenario the six EMU member countries in our sample were faced with.
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country’s 15 main trading partners (rt). Alternatively, the same source provides an index

deflated by unit labour costs with a country’s 24 main trading partners (rULC
t ). Data on for-

eign demand (y
�

t ) from the ECB are based on trade-weighted imports for a country’s 15

main trading partners. Capacity utilization data in the manufacturing industry (zt) come

from the Business and Consumer Surveys by the European Commission, available from

Eurostat or Insee in the case of France. For Ireland, data on capacity utilization are not

available. Instead, we use the output gap (interpolated data from AMECO). As an uncer-

tainty variable for our robustness checks, we employ the economic policy uncertainty index

relevant for the European Union as a whole because the respective index was not available

for the individual Euro area member countries for such a long sample period like ours

(http://www.policyuncertainty.com/europe_monthly.html). The final data set is quarterly

and mostly available from 1980:Q1 to 2012:Q4.

2.2 Non-stationarity and cointegration tests

By focusing on the volume of exports for a specific country as our main purpose of this art-

icle, it is necessary to specify a function, which depends on foreign demand and the differ-

ence in price levels concerning trading partners in the long run. For this purpose, an

equation

xt ¼ b1 þ b2y
�

t þ b3rt þ b4d þ b5d � y�t þ b6d � rt þ et (1)

is specified, where xt is the logarithm of exports, y
�
t the log of foreign demand, rt the log of

the real effective exchange rate, and d is a dummy. By taking logarithms on each side of the

equation, we apply a non-linear framework to short-run effects. Before applying the Engle–

Granger approach (1987) to test for cointegration, we need to check whether the variables

introduced above are non-stationary. In an augmented Dickey–Fuller test (ADF test), we in-

clude an intercept for the real effective exchange rate series and an intercept plus a time

trend for all other series and specify the auxiliary regression accordingly. In addition, using

the two-break minimum Lagrange multiplier (LM) unit root test (Lee and Strazicich 2003)

trend stationarity is established if the null hypothesis is rejected. The ADF test is comple-

mented by LM unit root tests and corroborates our ADF results. The results are displayed

in Table A2.

We adopt a methodology developed by Bai and Perron (1998, 2003) to account for pos-

sible instabilities in the long-run coefficients of Equation (1). Their basic idea is to choose

break points such that the sum of squared residuals for all observations is minimized. The

estimated break points by definition represent the linear combination of these segments

which achieve a minimum of the sum of squared residuals (Bai and Perron, 2003). Table 1

shows the two most important break points for the six countries analysed, accompanied by

the 95% upper and lower confidence intervals. In case of Spain the first break point occurs

in 1993Q4 with 1993Q3 and 1994Q1 providing the 95% confidence intervals.

The results of Table 1 are also useful in the context of unifying our testing and estima-

tion approach. One may ask, for instance, to what extent the differences in the cointegrat-

ing test and cointegrating equation estimation results across countries we usually gain for

the export equations of the six EMU member countries analysed here (available on request)

CESifo Economic Studies, 2017, Vol. 63, No. 3 275

D
ow

nloaded from
 https://academ

ic.oup.com
/cesifo/article-abstract/63/3/270/4210459 by guest on 26 O

ctober 2018

Deleted Text: is 
Deleted Text: utilisation 
Deleted Text: s
Deleted Text: utilisation 
Deleted Text: is 
Deleted Text: EU 
http://www.policyuncertainty.com/europe_monthly.html
Deleted Text: paper 
Deleted Text: -
Deleted Text: -
Deleted Text: 1987
Deleted Text: -
Deleted Text: -
Deleted Text: -
Deleted Text: s
Deleted Text: )
Deleted Text: -
Deleted Text: -
Deleted Text:  in the annex
Deleted Text: analyzed
Deleted Text: analyzed 


are driven by the fact that the specific break points are different across countries?7 To check

this, we follow the option to see what happens when imposing a common break point for

all countries. Do the data strongly reject such an assumption? To account for this issue, we

have implemented one common break point for all countries in all estimations contained in

this article with an eye on the results displayed in Table 1, that is by a (permanent) dummy

denoting the most common break in 1993:04 which may proxy the fallout of the 1992/

1993 crisis of the European Monetary System (EMS).8

The respective findings (long-term relation and Engle -Granger test for cointegration)

based on a common break in the fourth quarter of 1993 are provided in Table 2, alternative

specifications with country-specific break points were contained in the previous version of

this article and are available upon request. To be more concrete, we focus on estimating the

long-run equilibrium of Equation (1) by FMOLS (fully modified ordinary least squares). To

test for cointegration, we apply the Engle–Granger test for cointegration. The results are

displayed in the last column with the respective critical values from MacKinnon (1991).

Because êt�I 0ð Þ, we can conclude that for each country the error-terms are stationary and

a cointegration relationship between the variables is thus present. It should be mentioned

that the findings are not greatly affected by the specification of the break points. The error

terms from estimations based on common and individual break points turn out to be highly

correlated and the short-term findings provided in the following are not affected by these

findings.

The sign of the estimated coefficients (negative for our exchange rate variable and posi-

tive for the foreign demand variable) overall corresponds with our priors from theory. The

effects are in line with theory. As an example, the effect of y (exp) is always positive. Our

estimation results for the long-run relations largely match those of other studies, both in

terms of sign and size of the coefficients (see, for instance, European Commission 2011).

Table 1. Break points with lower and upper 95%

Country Break point Lower 95% Upper 95%

Spain 1993 Q4 1993 Q3 1994 Q1

2004 Q1 2004 Q1 2004 Q4

Portugal 1986 Q3 1986 Q1 1987 Q1

1993 Q4 1993 Q2 1994 Q3

Italy 1993 Q4 1993 Q3 1994 Q4

1997 Q4 1997 Q3 1998 Q1

France 1983 Q2 1983 Q1 1984 Q1

1993 Q4 1993 Q3 1994 Q1

Ireland 1993 Q4 1993 Q3 1994 Q1

2001 Q2 2001 Q1 2001 Q3

Greece 1985 Q3 1985 Q2 1986 Q1

1996 Q4 1996 Q3 1997 Q1

Notes: The table provides the two most important break points according to the Bai and Perron (1998) meth-

odology for all countries under investigation.

7 We owe this point to an anonymous referee.

8 Estimation results for a common dummy denoting the introduction of the Euro are available on

request.
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We do not come up with a more detailed analysis here, as our main focus is on the short-

run relation, and slightly different long-run specifications did not change the following re-

sults in a noteworthy way.9

2.3 Empirical model

As explained above, we apply a non-linear framework to capture any short-run non-linear

impact in the relation between domestic demand and exports regarding the state of the

economy. We consider each country’s economic condition by looking at deviations of its

capacity utilization from its mean. Looking at short-run adjustments and in particular at

the short-run relation between exports and domestic demand, we take into account the

long-run equilibrium estimated above. For this purpose, we apply an error-correction

model. As already mentioned in the introduction, we take into account the possibility of a

non-linear adjustment process to a linear long-run equilibrium relationship depending on

the state of the economy. Based on an economy’s export performance where individual

firm-level decisions are aggregated, it may not seem adequate to assume that this threshold

is a sudden and abrupt change which is identical for all firms and which is commonly

known; the smooth transition regression (STR) model thus allows for gradual regime

change when the timing of the regime switch varies on an aggregated level.

According to Engle and Granger (1987), for every (long-run) cointegration model an

error-correction model describes the short-run dynamics of the system. Our main interest is

in parameter b; the short-run elasticity of exports to a change in domestic demand concern-

ing the state of economy, looking at the capacity utilizations and especially its deviations

from its mean ztð Þ: The long-run equilibrium Equation (1) takes the possibility into account

that a non-linear adjustment process leads, depending on zt; to the long-run equilibrium.

The error-correction model (see Equation (2) below) derived from Equation (1) can best be

modelled as a smooth transition regression (STR). We will therefore estimate the following

error-correction model with non-linear short-run adjustment in STR form:

Dxt ¼ a1 þ
Xn�1

i¼0
b1iDddt�i þ

Xn�1

i¼0
h1iDy

�

t�i þ
Xn�1

i¼0
l1iDrt�i þ

Xn�1

i¼1
g1iDxt�i þ d1�̂t�1

h i

þ a2 þ
Xn�1

i¼0
b2iDddt�i þ

Xn�1

i¼0
h2iDy

�

t�i þ
Xn�1

i¼0
l2iDrt�i þ

Xn�1

i¼1
g2iDxt�i þ d2 �̂t�1

h i
F zt�j; c; c
� �

þ ut;

(2)

�̂t�1 ¼ xt�1 � b̂1 � b̂2y
�

t�1 � b̂3rt�1 � b̂4d � b̂5d � y�t�1 � b̂6d � rt�1 (3)

as a non-linear short-run STR model which includes gradual regime changes when the tim-

ing of the regime switch varies on an aggregated level. Dxt represents a function of lagged

equilibrium errors (the error-correction term d1 �̂t�1, where �̂t refers to the error term of the

long-run cointegration relation between xt, y
�

t , and rt determined in the previous step),

9 As robustness checks, we also included additional variables in the long-run relation, e.g. trade

openness, or restricted the coefficient for foreign demand to unity. Other non-price competitive-

ness variables could also have an influence on exports. As Esteves and Rua (2013) point out, the

long-run results need to be interpreted with caution, as further structural breaks or these potential

omitted variables could have an influence on the outcomes. Since our focus is on the short-run re-

sults, the short-run non-linear estimation appears to be relatively insensitive to slightly different

long-run specifications.
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changes in domestic demand ddt, foreign demand y
�
t , the real effective exchange rate rt, and

past changes of its own value. The parameter d is referred to as the adjustment effect which

gives information about the speed of adjustment when there is disequilibrium and param-

eters a; b; h; l; g are the short-run effects. Our main parameter of interest is b, the short-

run elasticity of exports to a change in domestic demand.

The main difference between our short- and long-run specifications is the inclusion of

the domestic demand variable. Based on the theoretical arguments given in the introduction

above, domestic demand should enter our estimations in the short run only.10 In contrast to

the long-run estimation, we do not include a structural break in the short-run estimations

of Equation (2) because this specification already includes the smooth transition non-

linearities. Furthermore, a break in the long-run relation does not imply that short-run dy-

namics change as well; by excluding these breaks we are also able to reduce our model’s

complexity.

The first set of brackets in Equation (2) is a standard linear error-correction model.

Non-linearity is introduced via the second set of brackets which includes the same regres-

sors, but is multiplied with the transition function F zt�j; c; c
� �

. The transition function in a

STR model is a smooth, continuous, and bounded function between 0 and 1. We consider

two popular forms of smooth transition models based on the transition function. These are

the logistic STR model (LSTR) and exponential STR model (ESTR). The LSTR model uses

a logistic transition function of the following form:

F zt�j; c; c
� �

¼ 1þ exp
�c
rz

zt�j � c
� �� �� ��1

with

c > 0;

with the transition variable z distinguishing different regimes in our non-linear estimation.

In our case z is operationalized by the degree of capacity utilization to capture business

cycle effects (in particular in the manufacturing industry). We look at deviations of z from a

threshold value c which we set as the average value of capacity utilization over our sample

time period.11 Smoothness parameter c determines strength and speed of the transition and

rz is the standard deviation of the transition variable. As the smoothness parameter c de-

pends on the scaling of the transition variable, we follow Teräsvirta (1998) and normalize

it by rz to be scale-free.

The logistic transition function increases monotonically from 0 to 1, as the value of tran-

sition variable z increases. We can therefore distinguish two different regimes in the ex-

treme and a gradual transition between these two: (i) negative deviations of the transition

variable from its threshold: limzt�j!�1 F zt�j; c; c
� �

¼ 0, when the model collapses to just

10 As a robustness test, we also included domestic demand in the above long-run cointegration rela-

tion. Its coefficient did neither turn out to be statistically significant nor did it help to constitute a

better long-run relation.

11 As a robustness check, we also apply the same estimations by looking at deviations of z from its

mean value. Final results remain similar. Results are available from the authors upon request.
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the first set of brackets in Equation (2), that is the linear part, and (ii) positive deviations

of the transition variable from its threshold: limzt�j!þ1 F zt�j; c; c
� �

¼ 1. The coefficients a;

b; h; l; g; d gradually change between these two extreme values with changing zt�j.

In our setting, this implies testing the hypothesis that domestic sales are substituted by

foreign sales once capacity utilization falls below a certain threshold. Further reductions in

capacity reduction strengthen the substitution of domestic demand by exports. Note that

there is no threshold for the opposite case of high capacity utilization. In other words, the

band of inaction is only constrained on one side (for negative but not for positive deviations

of capacity utilization from its mean).

The ESTR model relies on an exponential transition function of the following functional

form:

F zt�j; c; c
� �

¼ 1� exp � c
rz

zt�j � c
� �2

� �
(5)

with

c > 0: (5)

This transition function is symmetric (U-shaped) around zt�j ¼ c, so that the two differ-

ent regimes to distinguish between are: (i) large deviations of the transition variable from

its threshold: limzt�j!61 F zt�jt�j; c; c
� �

¼ 1 and (ii) small deviations of the transition vari-

able from its threshold: limzt�j!c F zt�jt�j; c; c
� �

¼ 0, that is the linear part.

In our case, the ESTR model represents the hypothesis of symmetric hysteresis in ex-

ports. Here, both positive and negative deviations of the threshold variable capacity utiliza-

tion from its average value c matter. This implies that as long as the deviation of the

transitional variable from c is small, there would be no or only small substitution effects

from domestic demand to exports (band of inaction). However, if the capacity utilization

variable is either significantly above or below its average value, we would expect substitu-

tion effects.

The main difference between these two forms of non-linear error-correction model

refers to different deviations of the transition variable from its threshold value (its mean):

the LSTR case distinguishes positive vs. negative deviations and the ESTR model large vs.

small deviations from equilibrium. The former will therefore yield asymmetric results

around the threshold, and the latter symmetric deviations above or below the threshold.

3. Empirical Results

3.1 Specification tests

The modelling cycle for smooth transition models suggested by Teräsvirta (1994) starts

with a test for non-linearity. The null hypothesis of linearity can be expressed as either H0:

c ¼ 0; or H0: b1 ¼ b2. However, both c and b2 are unidentified under the null hypoth-

esis. Consequently, standard asymptotics cannot be applied because of the existence of

nuisance parameters (van Dijk et al. 2002). To overcome this, Teräsvirta (1994) suggests

an approximation of the transition function by a third-order Taylor approximation.
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Thus, the corresponding LM test for linearity introduced by Luukkonen et al. (1988) can

be expressed as:12

Dxt ¼ /0 þ /1Wt þ /2Wtzt�j þ /3Wtzt�j
2 þ /4Wtzt�j

3 þ �t: (6)

Where Wt ¼ ðDddt;Dddt�1; . . . ; Dddt�p;Dy
�

t ; . . . ;Dy
�

t�p;Drt; . . . ;Drt�p; Dxt�1; . . . ;

Dxt�p; �̂t�1Þ and /i ¼ /i1; . . . ;/iq

� 	0
with q equal to the number of regressors (i.e. the num-

ber of elements in Wt).

The null hypothesis, which refers to the linear model being adequate, is tested as

H0 : /i ¼ 0 with i ¼ 2; 3;4 against the alternative H1 where at least one /i 6¼ 0, implying

that the higher-order terms are significant (Teräsvirta 1998). The test statistic has an v2 dis-

tribution with three degrees of freedom.13 This procedure also enables the choice of an ad-

equate transition variable. In the case of the linearity hypothesis being rejected, a method

for choosing the latter lies in computing the test statistic for several transition functions,

that is different values of the lag order j, and selecting the configuration for which its value

is maximized (van Dijk et al. 2002). Teräsvirta (1994, 1998) has proven that this procedure

is adequate.

According to Granger and Teräsvirta (1993), Teräsvirta (1994, 1998), as well as van

Dijk, Teräsvirta and Franses (2002), the LM testing procedure described above can also be

applied to distinguish between an exponential and a logistic transition function and thus to

choose the appropriate specification. If the linearity null has been rejected, Equation (6) is

used to test the following hypotheses successively:

H04 : /4 ¼ 0;

H03 : /3 ¼ 0 j /4 ¼ 0; (7)

H02 : /2 ¼ 0 j /3 ¼ /4 ¼ 0:

The decision rule to select the most adequate transition function introduced by

Teräsvirta (1994) is as follows. If the rejection of H03 is the strongest one in terms of lowest

p-value or largest test statistic respectively, the ESTR model should be chosen or otherwise

the LSTR model should be preferred.14 Table 3 displays the empirical realizations of the

non-linearity test statistics, while Table 4 provides the test statistic to distinguish between

both configurations.

The common procedure behind selecting the lag length of the transition variable in the

Teräsvirta testing and modelling cycle intuitively seems to pick the lags for which the

chance to observe non-linearity is strongest (Belke et al. 2015). However, this would seem

12 In the case of small samples in combination with a large number of explanatory variables, F-ver-

sions of the LM test statistics are preferable, as they have better size properties (Granger and

Teräsvirta, 1993, Teräsvirta, 1998, and van Dijk et al. 2002).

13 The number of degrees of freedom 3ps refers to the number of regressors p. Furthermore, the

test assumes that all regressors, as well as the transition variable zt , are stationary and uncorre-

lated with the error in Equation (4) utþk (Teräsvirta, 1998).

14 See Granger and Teräsvirta (1993) or Teräsvirta (1994) for details.
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Table 3. Teräsvirta test for non-linearity

Country Test statistic

for j¼ 1

Test statistic

for j¼ 2

Test statistic

for j¼ 3

Test statistic

for j¼ 4

Test statistic

for j¼ 5

Test statistic

for j¼ 6

Spain 372.18 178.31 85.41 920.17 118.78 111.00

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

[0.58] [0.51] [0.53] [0.60] [0.56] [0.58]

Portugal 34.50 33.48 108.94 121.89 251.97 1270.97

(0.001) (0.001) (0.000) (0.000) (0.000) (0.000)

[0.34] [0.38] [0.37] [0.33] [0.41] [0.45]

Italy 105.25 137.53 55.13 79.38 116.32 113.27

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

[0.46] [0.46] [0.42] [0.50] [0.51] [0.59]

France 35.016 23.955 20.509 14.832 15.798 7.532

(0.002) (0.014) (0.042) (0.192) (0.111) (0.755)

[0.39] [0.41] [0.38] [0.39] [0.39] [0.39]

Ireland 188.90 249.53 182.05 204.51 100.73 89.36

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

[0.65] [0.64] [0.65] [0.68] [0.64] [0.60]

Greece 1764.02 1619.83 146.17 97.69 137.47 180.74

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

[0.51] [0.58] [0.49] [0.49] [0.51] [0.47]

Notes: The test statistic has asymptotic v2-distribution with 3 m degrees of freedom under the null hypothesis

(m¼ number of regressors). The table shows the values of the test statistic and p-values in parentheses and �R
2

in brackets. The tests are conducted based on specifications with a common break point in 1993, fourth quar-

ter. j denotes the lag length.

Table 4. Test for the appropriate specification

Country Lags (ii) (iii) (iv)

Spain 4 48.32 47.97 43.52

(0.000) (0.000) (0.000)

Portugal 6 47.66 5.89 18.02

(0.000) (0.435) (0.006)

Italy 6 47.11 28.36 8.29

(0.000) (0.001) (0.405)

France 1 12.20 11.76 5.53

(0.032) (0.038) (0.355)

Ireland 4 50.42 16.70 32.79

(0.000) (0.054) (0.000)

Greece 2 72.42 54.98 70.47

(0.000) (0.000) (0.000)

Notes: For the Teräsvirta test, v2 test statistic realizations are displayed with p-values in parentheses. The test

is based on a long-run specification with a common break point. The choice is made for an individual lag

length for each country. As mentioned in the text, however, the lag length is unified by us for the following esti-

mations and both LSTR and ESTR are estimated. (ii), (iii), and (iv) refer to H02, H03 and H04 in Equation (7),

respectively.
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to artificially favour our prior which is to find non-linearity in the data.15 To react fully as

possible to this important caveat, we provide findings from Table 3 on where a common

lag order is just imposed for all countries to make the results more comparable.

The findings in Table 3 show that non-linearity is essentially never rejected for all lag

orders. Table 4 shows that a distinction between both model configurations turns out to be

difficult. Teräsvirta (1998) suggests estimating different models and choosing between the

different specifications and different lag lengths only during evaluation of the estimation re-

sults. LSTR and ESTR models generally form very close substitutes. Tests as the ones above

should thus be seen as a starting point for estimation instead of providing clear-cut outcome

at this early stage of analysis. Taking the ambiguous findings into account, we therefore es-

timate both LSTR and ESTR models for all countries. To allow for a direct comparison of

our findings, we always use a unified lag length of 2 for our transition function in our

study.

3.2 Estimation

To evaluate our parameters, we estimate Equation (2) with non-linear least squares (NLS).

Our main coefficient of interest b depends on the transition function Fðzt�j; c; cÞ as depicted

in either Equation (4) or (5). To choose the final specifications, we examine our estimation

results by simple judgment regarding the plausibility of the parameter values and the re-

gimes which the models imply, the models’ convergence properties, goodness-of-fit meas-

ures, and a test of no residual autocorrelation. For this misspecification test, we apply a

variant of the Breusch–Godfrey LM (BG) test suitable for non-linear estimation as sug-

gested in Teräsvirta (1998). The test’s null hypothesis is that there is no pth order serial cor-

relation in our residuals ut. The test regresses �ut (the estimated residuals) on

�ut�1; . . . ;�ut�p and the partial derivatives of the regression function with respect to c.

Estimation results are found in Table 5 for countries with an ESTR specification and in

Table 6 for countries with an LSTR specification. Our theoretical priors suggest a negative

coefficient for the coefficient b, that is, a substitution effect from domestic demand to ex-

ports during times of low or high capacity utilization. When estimating the ESTR model,

coefficient b1i for F zt�j; c; c
� �

¼ 0 (i.e. the linear model) shows us results for capacity util-

ization levels around the threshold level. The joint coefficient b1iþb2i for the case

when F zt�jt�j; c; c
� �

¼ 1 yields the results for positive and negative deviations from our

threshold. In the LSTR case, b1i represents low levels of capacity utilization, and b1iþb2i

high values of capacity utilization.

3.3 Estimation results

Let us first turn to the econometric specification based on an ESTR model (Table 5). For

France, Greece, and Ireland, the effects for 1 or 2 lags display negative values for extreme

levels of past capacity utilization, while negative contemporaneous effects are not identified

except for the case of Italy. The contemporaneous coefficient is positive for Ireland; for

15 We owe this caveat to an anonymous referee. The results for potentially different country-

specific lag lengths are contained in the previous version of this article and are available on

request.
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Italy the results are ambiguous. This suggests a substitutive relationship between domestic

and foreign sales when the economy is close to peak or trough. When capacity utilization is

very low, firms react to a fall in domestic demand by increasing their efforts to export.

Conversely, if the economy operates at high capacity utilization, capacity constraints imply

that an increase in domestic demand triggers a reallocation of resources from external to

domestic clients. A positive coefficient may imply that the short-run liquidity channel dom-

inates, whereby the cash flow generated by exports is used to finance domestic operations,

and the existence of increasing returns dominates the capacity constraints channel (Belke

et al. 2015, and Berman et al. 2011). As argued above, also this general pattern is in line

with the prevalence of hysteresis and the band of inaction due to switching costs for sup-

pliers between serving the domestic and foreign market.

We now turn to our findings based on the LSTR specification (Table 6). The contempor-

aneous substitution coefficient is positive for France and Ireland but insignificant for the

other countries in the first regime (beta 0, business cycle trough). For Portugal and France,

the substitution coefficient becomes negative in a boom (which is reflected by the sum of

both coefficients). While there is hardly any significance of the coefficients for a lag of two

quarters, we find a positive coefficient for Spain and Portugal in case of negative capacity

utilization (trough) and a negative one for Italy. However, the sum of both coefficients be-

comes positive for Italy, France, and Greece in case of positive capacity utilization (boom).

Overall, our empirical results presented in Tables 5 and 6 suggest that the relationship

between domestic sales and exports depends on capacity utilization and the business cycle.

Evidence of a substitutive relationship between domestic and foreign sales varies among

countries and with different lag lengths. The findings are broadly in line with the gain in ex-

port market shares in several euro area (debt and banking) crisis countries during the subse-

quent recession. There is more diversity across countries during other stages of the business

cycle suggesting that capacity constraints and the liquidity channel play a different role

across countries and/or partly cancel each other out.

Seen on the whole, thus, more analytical rigour by imposing a common break point in

all country-specific estimations and tests and common lags for the transition variable comes

at a ‘cost’ in terms of less adaptation of country specifics and thus economically plausible

results.16

3.4 Robustness check: taking stock of political uncertainty

In the following, we are reporting the results of an important robustness check of our esti-

mations.17 As a final check, we included economic policy uncertainty in our analysis, a

variable playing a prominent role in explaining band of inactions in the reaction of exports

16 More evidence in favour of ‘substitutability’ for at least four countries in our sample (Spain,

Portugal, Ireland, and Greece) is gained if one admits different break points for different countries.

The results are available on request.

17 Belke et al. (2015) present results in a framework comparable to ours but using export goods (a

measure which is more closely related to capacity utilization but is unfortunately not available for

the sample period used by us) only and yield similar results. We also performed additional robust-

ness tests by using different types of real effective exchange rates (deflated by unit labour costs

and deflated by consumer price indices) and using the median instead of the mean value as

threshold. The results are available upon request.
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to its main drivers (see, for instance, Belke and Kronen 2016). More precisely, we rely on

the change of European policy uncertainty in period t�1 (i.e. lagged one quarter) as a tran-

sition variable in Equation (3). As derived in Section 1, the empirical results of the hyste-

retic export equation may turn out to be more pronounced because the band of inaction

gets larger with increasing uncertainty. The findings for the LSTR model are given in

Table 7.

For the following interpretation of the estimation results, we have to keep in mind that

the first coefficient holds if economic policy uncertainty decreases, while the sum of both

coefficients is relevant for an increase in economic policy uncertainty. This interpretation is

based on Equation (3) for both values of the transition function. The evolution of the tran-

sition function reflects the band of inaction. The transition function increases from 0 to 1 if

economic policy uncertainty increases. The second coefficient in Table 7 always provides

the additional effect once the transition function increases from 0 to 1. Hence, the overall

effect for the highest increase in uncertainty is given by the sum of both coefficients which

reflects the case where the transition function is 1. We focus on two potential effects in the

following: the effect on the substitution coefficient and the one on the global demand coeffi-

cient. In each case, we analyse the impact with a delay of the regressor of 1 or 2 lags. Due

to the rich number of models estimated, several coefficients are as usual insignificant.

Nevertheless, a few important results are worth mentioning.

The original effect of domestic sales on exports is always either positive or insignificant

in the regime with a decrease in uncertainty. However, the effect for an increase in uncer-

tainty (measured by the sum of both coefficients) becomes negative for Italy (1 lag) and

Greece (1 lag) and is strongly reduced for Portugal (2 lags). This points to a substitution ef-

fect as a result of higher uncertainty. Interestingly, the sum of both coefficients becomes

Table 7. Estimation results for domestic demand effects on exports with uncertainty—LSTR

specification

Country Spain Portugal Italy France Ireland Greece

Lagged coefficients with 1 lag

Domestic demand

first regime (b0)

0.1170 0.4589* 0.9710*** 1.0858 �0.0183

(0.5968) (2.4077) (5.8344) (1.9293) (�0.3000)

Domestic demand

second regime (b01)

0.4703* �0.2768 �1.5012*** �0.6302 �0.4811***

(1.8622) (�0.5282) (�3.9177) (�1.0603) (�5.2344)

Lagged coefficients

with 2 lags

Domestic demand

first regime (b0)

0.8381*** 0.7809 0.0475 0.9144** 0.0063 0.8299**

(8.0184) (7.2030) (0.1425) (2.616) (0.0324) (4.6914)

Domestic demand

second regime (b01)

0.0809 �0.61220** 0.6130 0.5287 0.0345 0.0091

(0.5704) (�4.0477) (1.5312) (0.9899) (0.1491) (0.0556)

Notes: Coefficients estimated by NLS; Newey–West standard errors in parentheses. */**/*** statistical signifi-

cance at the 10/5/1% level. For the joint significance of b1i and b2i, the linear restriction b1i þ b2i ¼ 0 has been

tested with v2 test statistics; p-value in brackets. The BG LM test is based on the null hypothesis of no serial

correlation of the residuals of order p ¼ 4.

bji ðj ¼ 1; 2Þ is the coefficient for domestic demand in the non-linear error-correction model. The two extreme

regimes are F zt�j; c; c
� �

¼ 0 given by b1i (i.e. for the ESTR model around the threshold value) and F zt�j; c; c
� �

¼ 1 given by b1iþb2i (i.e. for the ESTR model for large deviations from threshold). Numbers of observations:

Italy (61), Spain (61), Greece (61), Portugal (61), France (62), and Ireland (64).
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positive for Spain. These results broadly confirm robustness of the results gained before

with respect to the inclusion of a formerly omitted variable ‘policy uncertainty’. In other

words, there is no omitted variable bias in our case. On the contrary, our model of export

hysteresis presented in Section 1 is corroborated for some EMU member countries such as

Italy, Greece and, a bit less so, also for Portugal. The ‘non-case’ of Ireland may be explained

by the higher flexibility of the Irish economy compared to its Southern European counter-

parts. Flexible prices and immigration may have made capacity constraints less binding (see

Belke et al. 2015).

For information only, differences between the two regimes are also observed with regard

to the effect of world demand on exports. The effect of world demand on exports of France

and Greece is negative in case of an increase in policy uncertainty. The opposite is observed

for Portugal and Spain, where the effects on exports increase in case of higher uncertainty.

While no effect is observed for Italy, the specific effect on Greece depends on the lag order,

but the sum of coefficients for higher uncertainty is always significant. A useful extension

for further research will be the consideration of country-specific economic policy uncer-

tainty indices. However, these are not available over the full sample (see www.policyuncer

tainty.com).

4. Conclusions

In this article, we have analysed the relation between domestic demand and exports

for six euro area countries using non-linear smooth transition estimations faced with

a strong a priori restriction of common break points and common lags across individ-

ual country specifications. To illustrate the results gained in this article, it seems

worthwhile to contrast them with those identified by us without these a priori

restrictions.

Our empirical results based on individual and potentially different break point specifica-

tions which have been gained in a previous version of this article (available on request)

clearly indicated that domestic demand behaviour is relevant for the short-run dynamics of

several euro area member countries’ exports. The estimation results suggested that on an

aggregated level, contemporary and lagged domestic demand developments can affect a

country’s export performance significantly.

We found that in the cases of Spain, Portugal, and Italy, the symmetric non-linearity of

the relation manifests itself in a contemporary substitutive relationship between domestic

demand and export activity if deviations from average capacity utilization are large. This is

somewhat independent of their sign, but we found stronger evidence for notably low levels

of capacity utilization. In other words, the substitution effect from domestic demand to ex-

ports turns out to be stronger and more significant during more extreme stages of the busi-

ness cycle. During periods of more average levels of capacity utilization, our empirical

evidence pointed to a band of inaction in which the relation between domestic and foreign

sales is complementary. On a micro level, theoretical reasons for these findings can be

found in the sunk costs hysteresis approach. For France, the evidence for non-linearity was

weaker. We found evidence of mostly complementary relationships. In the cases of Ireland

and Greece, we detected an asymmetric non-linear relationship between domestic demand

and exports. Domestic demand and exports are slightly substitutive during a business cycle

trough and complements during normal times and in a boom.
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Overall, our results mostly confirmed the short-run non-linear relationship between do-

mestic and foreign sales depending on capacity constraints. A substitutive relationship with

low capacity utilization shows up most clearly for Spain, Portugal, and Italy.

We also provided first ideas for why we believe there are valid reasons for the different

findings in the other countries (such as the high number of multinational corporations in

Ireland, the lower openness of the French economy, or the small Greek tradable sector).

However, deriving more detailed explanations for these heterogeneous results for some

countries in our sample provides an interesting area for future research. A further interest-

ing avenue could lead to a more disaggregated, sectoral analysis to understand the underly-

ing firm behaviour in more detail (Esteves and Prades 2017).

A final interesting avenue was taken in this article: we conducted all necessary estima-

tions and tests based on a common break point implementation not to bias the results into

the direction of the empirical model with the highest degree of non-linearity and on com-

mon lags for all countries to avoid the impression that the country-specific regression mod-

els were over-fitted till significance. The pattern of the results changed as follows. A

substitutive relationship between domestic and foreign sales can now most clearly be found

for France, Greece, and Ireland (ESTR model) and France, Portugal, and Italy (LSTR

model), providing evidence of the importance of sunk costs and hysteresis in international

trade in these EMU member countries.

What is more, our empirical results are robust to the inclusion of a variable measuring

European policy uncertainty. In some cases (Italy, Greece, and Portugal) the results under-

score the empirical validity of the export hysteresis under uncertainty model. While we do

not feel legitimized to go more deeply into economic interpretations of the country-specific

results due to the pronounced ex ante restrictions such as the imposition of common break

points and of common lags across all country-specific empirical models, we would like to

stress the finding of a general non-linear pattern of export activity of the Euro area member

countries with a remarkable goodness of fit.

Seen on the whole, the macroeconomic perspective is able to offer insights on overall ad-

justment effects for euro area countries with previous imbalances. In recent years, the six

countries under consideration which recorded large current account deficits before the

European debt and banking crisis starting in 2010 have seen a significant correction of their

external imbalances. This holds in particular for their trade balances, and exports have

been a key adjustment factor. Our results provide one explanation for the rising exports be-

sides standard competitiveness arguments; the observed increase in export market shares

accompanying the reduction of the current account deficits could be due to non-price

related factors, such a low domestic demand leading to survival-driven exports, instead of

an increase in price competitiveness as expected by sustainable structural reforms. This ar-

gument appears to be especially relevant in the current period for the countries under con-

sideration in which their capacities have been utilized only to a low degree and domestic

demand has fallen strongly. Low domestic demand then did not only affect imports but at

the same time exports and has thus strongly contributed to the external adjustment.

Regarding policy implications, our findings provide important insights for the discus-

sion of macroeconomic adjustment and the reduction of imbalances in the euro area. Prima

facie, our results for specific countries could suggest that domestic demand and exports are

negatively related only in the short run, triggered by current economic conditions. To the

extent that the closure of the output gap is driven by a pickup in domestic demand, a lot of

the gains in export market shares of vulnerable euro area countries could be lost in the long
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run. In such a scenario, analyses of cyclically adjusted current account balances could pos-

sibly overestimate the structural adjustment to the degree that weak domestic economic

conditions impact not only the import side of the net trade equation but also the export

side.

On the other hand, at least three factors give rise to the hope that the gains in export

market performance may be of a more long-run nature. First, domestic demand conditions

in peripheral economies are likely to remain depressed as long as the debt burden of both

private and public sector remains high. An extended period of deleveraging pressure in-

creases the chances that the reallocation of resources to the export sector will also be more

permanent, possibly also fostering increased export-oriented foreign direct investment into

distribution networks and other hedging activities (Belke et al. 2013). This would make the

hypothesized substitutive relationship between domestic demand and exports more long

run. Secondly, our sunk cost hysteresis model suggests that once domestic producers have

paid sunk costs for shifting production to exports, they remain in a band of inaction even

as the business cycle improves. Reversing export market participation should not be ex-

pected as long as there are capacities for serving both domestic and foreign market.

Thirdly, with increasing exports today and a pickup in domestic demand in the future, a

complementary relation between domestic sales and exports might develop in the long run

due to improvements in efficiency encouraged by learning-by-doing effects. In conclusion,

the export increase could therefore be lasting and a substantial part of the gains in export

market shares may not only a cyclical phenomenon, but indeed be of a more structural

nature.
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Frauke Skudelny, Florian Verheyen, participants in the IMF research department’s brown bag

seminar, the ECB’s DED seminar, and the CESifo-Delphi conference on ‘Current Account

Adjustments’ for valuable comments and suggestions. The authors thank Christian Buelens for

the provision of data on value-added exports.

References

Ahn, J. and A. F. McQuoid (2013), “Capacity Constrained Exporters: Micro Evidence and Macro

Implications”, Department of Economics Working Papers 1301, Florida International

University, Miami, FL.

Artus, J. R. (1970), “The Short-term Effects of Domestic Demand Pressure on British Exports

Performance”, International Monetary Fund Staff Papers 17, 247–274.

Artus, J. R. (1973), “The Short-Run Effects on Domestic Demand Pressure on Export Delivery

Delays for Machinery”, Journal of International Economics 3, 21–36.

Bai, J. and P. Perron (1998), “Estimating and Testing Linear Models with Multiple Structural

Changes”, Econometrica 66, 47–78.

Bai, J. and P. Perron (2003), “Computation and Analysis of Multiple Structural Change Models”,

Journal of Applied Econometrics 18, 1–22.

Baldwin, R. and P. Krugman (1989), “Persistent Trade Effects of Large Exchange Rate Shocks”,

Quarterly Journal of Economics 104, 635–54.

Ball, R. J., J. R. Eaton, and M. D. Steuer (1966), “The Relationship between United Kingdom

Export Performance in Manufactures and the Internal Pressure of Demand”, Economic Journal

76, 501–518.

290 CESifo Economic Studies, 2017, Vol. 63, No. 3

D
ow

nloaded from
 https://academ

ic.oup.com
/cesifo/article-abstract/63/3/270/4210459 by guest on 26 O

ctober 2018

Deleted Text: -
Deleted Text: ,
Deleted Text: )
Deleted Text: -
Deleted Text: -
Deleted Text: -
Deleted Text: -


Belke, A. and M. Goecke (2001), “Exchange Rate Uncertainty and Employment: An Algorithm

Describing ‘Play”, Applied Stochastic Models in Business and Industry 17, 181–204.

Belke, A. and M. Goecke (2005), “Real Options Effects on Employment: Does Exchange Rate

Uncertainty Matter for Aggregation?”, German Economic Review 6, 185–203.

Belke, A. and D. Gros (2017), “Optimal Adjustment Paths in a Monetary Union”, Economic

Modelling, http://www.sciencedirect.com/science/article/pii/S0264999317302559.

Belke, A. and D. Kronen (2016), “Exchange Rate Bands of Inaction and Play-hysteresis in Greek

Exports to the Euro Area, the US and Turkey: Sectoral Evidence”, Empirica 43, 349–90.

Belke, A., M. Goecke, and M. Guenther (2013), “Exchange Rate Bands of Inaction and

Play-Hysteresis in German Exports – Sectoral Evidence for Some OECD Destinations”,

Metroeconomica 64, 152–79.

Belke, A., A. Oeking, and R. Setzer (2015), “Domestic Demand, Capacity Constraints and

Exporting Dynamics: Empirical Evidence for Vulnerable Euro Area Countries”, Economic

Modelling 48, 315–25.

Berman, N., A. Berthou, and J. Héricourt (2011), “Export Dynamics and Sales at Home”, CEPR

Discussion Paper No. 8684, Centre for Economic Policy Research, London.

Blum, B., S. Claro, and I. Horstmann (2011), Occasional vs Perennial Exporters: The Impact of

Capacity on Export Mode, Journal of International Economics 90, 65–74.

Christodoulopoulou, S. and O. Tkacevs (2014), “Measuring the Effectiveness of Cost and Price

Competitiveness in External Rebalancing of Euro Area Countries: What Do Alternative HCIs

Tell Us?”, ECB Working Paper 1736, European Central Bank, Frankfurt.

Dixit, A. (1989), “Entry and Exit Decisions under Uncertainty”, Journal of Political Economy 97,

620–38.

Dunlevy, J. A. (1980), “A Test of the Capacity Pressure Hypothesis within a Simultaneous

Equations Model of Export Performance”, Review of Economics and Statistics 62, 131–135.

Engle, R. F. and C. W. J. Granger. (1987), “Co-integration and Error Correction: Representation,

Estimation and Testing”, Econometrica 55, 251–276.

Esteves, P. S. and E. Prades (2017), “On Domestic Demand and Export Performance in the Euro

Area Countries: Does Export Concentration Matter?”, ECB Working Paper 1901, European

Central Bank, Frankfurt.

Esteves, P. S. and A. Rua (2013), “Is There a Role for Domestic Demand Pressure on Export

Performance?”, ECB Working Paper 1594, European Central Bank, Frankfurt.

European Commission (2011), “Export Demand Equations for Euro Area Countries”, Quarterly

Report on the Euro Area, Box IV.1, European Central Bank, Frankfurt.

Faini, R. (1994), “Export Supply, Capacity and Relative Prices”, Journal of Development

Economics 45, 81–100.

Ghironi, F. and M. Melitz (2005), “International Trade and Macroeconomic Dynamics with

Heterogeneous Firms”, Quarterly Journal of Economics 120, 865–915.
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Appendix

Table A1. Data sources

Series Source Definition Time periods

available

Exports National Statistical

Offices

Real exports of goods and

services (in prices of refer-

ence year)

• 1980Q1–2012Q4

• IT: 1981Q1–

2012Q4

Exports (value added) World Input-Output

Database

(interpolated)

Value-added exports (con-

verted to prices of refer-

ence year)

1995Q1–2011Q1

Domestic demand National Statistical

Offices

Real domestic demand (in

prices of reference year)

• 1980Q1–2012Q4

• IT: 1981Q1–

2012Q4

Real effective ex-

change rate (CPI)

Eurostat Index deflated by consumer

price indices with a coun-

try’s 15 main trading

partners

1980Q1–2012Q4

Real effective ex-

change rate (ULC)

Eurostat Index deflated by unit labour

costs with a country’s 24

main trading partners

1980Q1–2012Q4

Foreign demand ECB Trade-weighted imports for

15 main trading partners

1980Q1–2012Q4

Capacity utilization Eurostat Current level of capacity util-

ization in manufacturing

industry based on business

surveys

• PT: 1987Q1–

2012Q4

• IT, GR: 1985Q1–

2012Q4

• ES: 1987Q2–

2012Q4

Capacity utilization Insee Capacity utilization rate

based on quarterly busi-

ness survey

FR: 1980Q1–2012Q4

Output gap Federal Reserve

Board

Gap between actual gross do-

mestic product (GDP) and

potential GDP as percent-

age of potential GDP

• IE: 1980Q1–

2012Q4

• FR: 1980Q1–

2012Q4

Policy uncertainty www.policyuncer

tainty.com

Newspaper-based uncertainty

index

1987Q1–2012Q4
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Table A2. Unit root tests

Country Series ADF test Lee–Strazicich test

Level First difference One break Two breaks

t-statistics [lags] t-statistics [lags] t-statistics t-statistics

Spain ddt �1.054 [3] �2.111** [2] �0.6281 �0.6370

xt �1.275 [0] �10.565*** [0] �1.7927 �2.0560

xgoods
t �1.875 [0] �12.457*** [0] �2.4443 �2.9754

xva
t �2.407 [8] �2.093** [10] �0.7349 �0.7597

y
�

t �3.418* [1] �4.569*** [0] �1.9472 �2.0878

rt �1.250 [1] �8.763*** [0] �1.8106 �1.9323

rULC
t �1.373 [1] �7.905*** [0] �1.0327 �1.0664

Portugal ddt �0.199 [3] �3.017*** [2] �0.5972 �0.6117

xt �0.731 [0] �7.321*** [0] �1.4594 �1.5466

xgoods
t �1.967 [4] �3.257*** [3] �2.6350 �2.9542

xva
t �0.750 [8] �1.843* [3] �1.1552 �1.1895

y
�
t �2.742 [1] �4.400*** [0] �1.6444 �1.7162

rt �1.353 [1] �8.784*** [0] �2.4693 �2.5850

rULC
t �0.917 [1] �6.849*** [0] �1.0068 �1.0402

Italy ddt �0.153 [2] �3.637*** [1] �0.7875 �0.8090

xt �1.318 [0] �5.907*** [1] �2.0700 �2.3491

xgoods
t �3.906** [2] �8.076*** [0] �2.5597 �2.9079

xva
t �3.251* [7] �2.585** [7] �1.4249 �1.4481

y
�
t �2.944 [2] �4.750*** [1] �2.0089 �2.1816

rt �2.501 [1] �8.336*** [0] �1.8317 �1.9321

rULC
t �2.279 [1] �7.685*** [0] �1.6470 �1.7732

France ddt �1.692 [2] �2.659***[1] �0.9772 �1.0018

xt �1.160 [1] �4.640*** [1] �1.0702 �1.1443

xgoods
t �2.297 [1] �7.339*** [0] �1.2483 �1.3156

xva
t �1.509 [8] �1.842* [7] �0.7760 �0.8076

y
�
t �3.268* [1] �4.703*** [0] �2.0007 �2.0854

rt �1.921 [0] �10.654*** [0] �2.6688 �2.7981

rULC
t �3.129* [1] �8.750*** [0] �1.5954 �1.6572

Ireland ddt �1.650 [3] �2.805*** [2] �0.6024 �0.6188

xt �0.764 [4] �1.401 [6] �1.1048 �1.1648

xgoods
t �1.273 [4] �4.099*** [3] �1.3362 �1.4306

xva
t �2.308 [8] �2.059** [7] �0.5018 �0.5126

y
�

t �2.580 [2] �5.141*** [1] �1.8182 �1.9890

rt �1.837 [0] �9.162*** [0] �1.8346 �1.9568

rULC
t �1.896 [1] �7.549*** [0] �1.2778 �1.3429

Greece ddt �0.109 [5] �2.906*** [4] �1.1719 �1.2182

xt �1.734 [4] �5.125*** [3] �2.4917 �2.8454

xgoods
t �3.015 [4] �5.130*** [3] �4.1321** �4.8821***

xva
t �1.232 [8] �1.271 [6] �0.8985 �0.9393

y
�

t �3.646** [1] �4.249*** [0] �1.8027 �1.9790

rt �0.810 [0] �12.329*** [0] �3.5230* �3.8786**

rULC
t �2.029 [1] �9.804*** [0] �1.9257 �2.0192

Notes: ADF test: the lag length is chosen by minimizing the Schwarz Information Criterion with a prior defined

maximum lag length of 12. Critical values for an intercept: 1%: �3.43, 5%: �2.86, and 10%: �2.57. Critical

values for both an intercept and a time trend: 1%: �3.96, 5%: �3.41, and 10%: �3.13. Critical values with-

out deterministic trends (for first differences): 1%: �2.56, 5%: �1.94, and 10%: �1.62. Lee–Strazicich test:

critical values with one break: 1%: �4.239, 5%: �3.566, and 10%: �3.211. Critical values with two breaks:

1%: �4.545, 5%: �3.842, and 10%: �3.504. Cf. Lee and Strazicich (2004) and Lee and Strazicich (2003).
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1. Introduction 

Voting decisions depend on how notable a candidate is for the electorate or for the delegates 

that select a party’s candidate for public office (the “selectorate”, henceforth “the party”). A 

candidate can distinguish himself from co-partisans by past performance and effort in office, 

political experience and even physical attractiveness, but also by defecting from the party line 

on roll-call votes. The bailout of Greece in the aftermath of the financial crisis which began in 

2007 is an excellent case in point. German politicians’ views on the issue differed within and 

across parties. Most party leaderships advocated the rescue packages. Some members of 

parliament (MPs) did however not toe the party line in roll-call votes on the rescue packages. 

Because German journalists lean towards a critical view on the European crisis management, 

and because it was a controversial issue in the public discourse, the media celebrated the MPs 

that made a martyr of themselves by using roll-call votes as low-cost signaling devices. 

Newspaper articles quoted how many MPs voted in favor or against the Greek bailout 

packages or if they abstained from voting, and hyped individual MPs who voted – against the 

majority of their political party – against the Greek bailout packages.1 

A first question is what determines defection from the party line on roll-call votes. 

MPs behave strategically when announcing a position on a roll-call vote because they have 

the electoral implication of their vote in mind (Mayhew 1974, Bütikofer and Hug 2015).2 

MPs that are more dependent on the party’s reputation are less likely to vote against the party 

line (Thames 2005, Kunicova and Remington 2008, Sieberer 2010).3 In Germany, MPs with a 

high expertise in European policy were more likely to vote against the European bailout 

packages (Wimmel 2013). Directly elected MPs in the 2005-2009 period were more likely to 

                                                 
1 See, for example, “Griechenland-Abstimmung im Bundestag: So hat der Bundestag bisher in Sachen 
Griechenland abgestimmt” (Focus Online, 27 February 2015) and “Abstimmungen im Bundestag: 
Rekordmehrheit für Griechenland-Hilfe” (Wirtschaftswoche, 27 February 2015). 
2 A candidate may also score with his attractiveness. Studies have shown that voters favor physically attractive 
candidates (Klein and Rosar 2005, Lawson et al. 2010, Berggren et al. 2010, 2017). 
3 On roll-call votes in the European Parliament, see Roland (2009). 
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defect than list MPs; the likelihood of defection decreased with higher vote margins of direct 

MPs (Neuhäuser et al. 2013, Sieberer 2010). Becher and Sieberer (2008), however, do not 

find that direct MPs are more prone than list MPs to defect during the period 1983-1994; the 

likelihood to defect however increased if electoral competition increased, and executive 

offices and party affiliation explain patterns of defection in roll-call votes.4 

Another pertinent question is how voters react to MPs voting against the party line. 

While most roll-call votes occur outside of the electoral campaign, the electorate might not be 

aware of the representatives’ voting behavior. The electorate indeed often lacks interest to be 

informed about the incumbents’ voting records and relies mainly on party identity, therefore 

voters cannot hold their representatives accountable (Stokes and Miller 1962). In any event, 

Ansolabehere and Jones (2010) show for the United States that voters have preferences over 

important bills and use their beliefs about legislators’ roll-call votes and parties’ policy 

orientation to vote for their representatives. Citizens do not pay much attention to their 

representatives’ parliamentary activities. Beliefs are rather formed from facts learned from the 

media and campaigns and are drawn from party labels. Incumbents, however, worry about 

their votes and suspect that some roll calls may become visible to the electorate, i.e. when due 

to media coverage some roll calls are being politicized (Arnold 1990). Roll-call votes hence 

can be transformed into electorally important political issues and can have an impact at the 

polls (Fiorina 1974). Constituents punish politicians for being too partisan (Canes-Wrone et 

al. 2002), but not for being ideologically too extreme (Carson et al. 2010). In the United 

Kingdom, policy accountability of MPs is relatively weak and general rather than issue-

specific (Vivyan and Wagner 2012). 

                                                 
4 Politicians who ran in highly contested electoral districts were also more likely to attend parliamentary sessions 
(Bernecker 2014; on attendance rates and parliamentary activity see also Gehring et al. 2015 and Geys and 
Mause 2016). The vote margin may also influence tax policy and political rent extraction (Solé-Ollé 2003, 
Kauder and Potrafke 2016). Being directly elected also influenced committee membership in parliament and re-
election prospects in the next election (Stratmann and Baur 2002, Stratmann 2006, Peichl et al. 2016).  
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Parties decide on direct candidates solely in the respective electoral district and hence 

only among a few fellow party members. List candidates, however, have to face elections in 

state party convents to be nominated and obtain one of the few promising party list positions 

(Schüttemeyer 2002, Oak 2006, Hennl 2014). List candidates therefore depend even more on 

the loyalty of their political party.5 An intriguing issue is how parties punish MPs who voted 

against the party line. Empirical evidence is scarce. In Slovakia, defecting MPs received 

better pre-election list positions in the future (Crisp et al. 2013). Evidence from Italy suggests 

that parties allocate politicians who vote in line with the party to safe positions (Galasso and 

Nannicini 2015). In a descriptive study on European rescue packages, Wimmel (2014) 

portrays that some German MPs were punished for defecting from the party line.  

Using German data for the legislative period 2009-2013, we empirically investigate 

whether German parties punished or rewarded list candidates that voted against the party line. 

The dataset includes the voting behavior of 257 MPs in 218 roll-call votes. As compared to 

previous studies we also take into account that the effect of punishment differs along the list 

of candidates because a candidate is punished more when he loses positions at the threshold 

of promising list positions. We acknowledge that parties would not react to list candidates not 

adhering to the party line when these list candidates have already deviated from the party line 

in the legislative period 2005-2009. The financial crisis, however, increased the public 

attention paid to roll-call votes and politicians who voted against the majority of their parties’ 

MPs. The results do not show that parties account for the voting behavior in parliament by 

punishing politicians who have voted against the party line. We thus extend the literature that 

has mainly focused on how voters react to MPs not adhering to the party line. 

 

                                                 
5 In the German mixed electoral system most direct candidates further “collateralize” their candidacy by also 
being on a party list. It is hardly possible to differentiate between direct and list candidates as also direct 
candidates depend on their parties’ loyalty in order to be placed on a promising list position, especially when 
direct candidates compete for unsafe districts (Manow 2012). 
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2. Institutional backdrop 

Two major political parties characterize the political spectrum in Germany: the Social 

Democratic Party (SPD) and the Christian Democratic Union (CDU; in Bavaria: CSU; the 

CDU and CSU form one faction in the German federal parliament. In the following, we label 

CSU MPs as CDU). The much smaller Free Democratic Party (FDP) and the Greens (Bündnis 

90/Die Grünen) have played an important role as coalition partners. The Left Party has never 

been part of a federal government. In our period under investigation (2009-2013), a coalition 

of CDU and FDP was in office. 

In federal elections, voters cast two votes in a personalized proportional representation 

system. The first vote determines which candidate is to obtain the direct mandate in one of the 

299 electoral districts with a simple majority. The second vote determines how many seats the 

individual parties receive in parliament. Each party that received at least 5% of the second 

votes obtains a number of the 598 seats in the parliament that corresponds to the party’s 

second vote share.6 Candidates voted into the parliament with the first vote (direct mandate) 

obtain their seats first. Candidates from state-specific party lists obtain the remaining seats. 

Note that many candidates on party lists also run as direct candidates. The list position matters 

only for unsuccessful direct candidates and candidates that did not run for a direct mandate 

(we focus on these two groups in our analysis). When the number of direct mandates exceeds 

the party’s vote share, the party obtains excess mandates. Because the other parties did not 

obtain equalizing mandates in the elections before 2013, excess mandates made it possible for 

an individual party to receive a larger number of seats as compared to the number of seats this 

party would have received based on the second vote result. 

Before federal elections take place and voters decide on the direct candidates, each 

political party nominates candidates for their state-specific party list. The list position of each 

                                                 
6 Candidates obtain a direct mandate even if their party fails to reach the 5% clause. If a party obtains less than 
5% of the second votes, but at least three direct mandates, the party obtains a number of seats in the parliament 
according to the party’s second vote share. 
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candidate is determined during state party convents. The voting procedure differs between 

political parties and states. Some parties suggest only one candidate for a certain list position 

and the party members cast a vote approving the candidate for the specified list positions. In 

those nominations usually vote shares are very high for the candidates. For some parties 

several candidates run for a certain list position on the state-specific party list. The party 

members vote for the presented candidates until a clear winner is determined. In those 

nominations vote shares are usually notably lower for the candidates. The list position on the 

state-specific party lists and the number of seats a party obtained in federal elections 

determines who and how many of the list candidates become a member of parliament.7  

 

3. Parties’ reaction to MPs voting against the party line 

3.1 Descriptive statistics 

We use data from the website of the German federal parliament (Bundestag), from the federal 

election administrator, and the German newspaper “Die Zeit” for the 17th legislative period, 

2009-2013. We use data for the legislative period 2009-2013 only because important control 

variables such as earnings from side jobs, MPs’ speeches and oral contributions are fully 

available only since the legislative period 2009-2013. Out of 651 MPs of the German federal 

parliament, 298 MPs were direct candidates (we excluded one MP who left his party during 

the legislative period) and 353 MPs were list candidates. 257 of these list candidates were 

elected into parliament in the 2009 election and re-ran as list candidates in the 2013 election. 

To measure how individual MPs deviate from the party line, we rely on the only voting 

procedure that reveals the voting behavior of each MP: roll-call votes. Roll calls have to be 

explicitly demanded by a parliamentary party group or by 5% of MPs. Recorded votes are 

hence relatively rare in the federal parliament and the topics of the roll-call votes must be 

                                                 
7 To accurately measure if political parties punish or reward candidates we would preferably use vote shares 
from within-party elections. But as the nomination procedures differ between parties and states, vote shares are 
unfortunately not comparable. We thus simply use list positions. 
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important enough so that at least a group in the parliament requested a recorded vote. 218 

roll-call votes took place between the beginning of the legislative period in 2009 and the end 

of the legislative period in 2013.8 For each vote we record if the MP voted yes or no or 

abstained from the vote (note that MPs can choose “abstain” on the ballot paper; abstention is 

thus different from being absent). A deviating vote is recorded when the MP voted differently 

than the majority of his party. In our sample of 257 list MPs, 62 MPs never deviated from the 

party line. The remaining MPs had between 1 and 40 deviations. We measure how often an 

MP deviated from the party line over the entire legislative period from 2009 to 2013 by taking 

the ratio of the number of deviations over votes participated. Figures 1 and 2 indicate that 

deviations did not matter for the list position. In a similar vein, Figure 3 does not suggest that 

deviations have mattered for list positions close to the threshold of promising list positions 

(see below): if anything, politicians may have been punished for not deviating from the party 

line. A t-test on means does, however, not indicate a significant difference in deviation ratios 

between politicians that have been punished and those that have not. 

The governing parties in the period 2009-2013 were the CDU and the FDP. Out of the 

257 MPs in our sample, 64 were in the SPD, 64 in the FDP, 47 in the Left Party, and 62 from 

the Greens. Because most CDU politicians were elected into parliament as direct candidates, 

our sample includes only 20 MPs from the CDU. MPs are on average 8.66 years in 

parliament. 11 MPs held an office in their party and 6 MPs held the position of a minister 

during the legislative period. Individual MPs gave up to 140 speeches and 139 oral 

contributions, and did not attend up to 43% of the roll-call votes. MPs had earnings from side 

jobs of up to 724.000 euros during the period; 196 MPs, however, did not record any earnings 

from side jobs (see, for example, Arnold et al. 2014, Becker et al. 2009, and Geys and Mause 

2013). Around 60% of MPs in the sample are male and married. MPs have 1.36 children on 

average. MPs are on average 46.63 years old at the beginning of the legislative period in 
                                                 
8 Over the legislative period 2009-2013, for example, there were 287 legislative initiatives and 208 
promulgations. 
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2009. Individual MPs gained up to 12 or lost up to 37 positions on their party lists between 

2009 and 2013. Table 1 shows descriptive statistics for the variables included in our analysis. 

 

3.2 Empirical strategy 

The baseline regression model takes the following form: 

 

Party’s reactioni = α + β Deviation ratioi  

+ Σk γk Partyik + Σl δl Politicalil + Σm εm Personalim + ui 

 

with i=1,…,257; k=1,…,4; l=1,…,7; m=1,…,4 

 

where Party’s reactioni describes the change in party list positions of each candidate i bet-

ween the elections in 2013 and 2009. We measure the change in party list positions in three 

different ways: in a first step, we take the difference of the party list positions of candidate i 

between the elections in 2013 and 2009 (Number of list positions losti). The pool of 

candidates differs, however, between both elections. We thus use as a second measure the 

change in party list positions when we omit those candidates from the party lists that did not 

participate in both elections. We then calculate new party list positions for only those 

candidates that ran in both elections and calculate the difference of those new list positions 

(Number of modified list positions losti). Our third measure takes into account that the effect 

of punishment differs along the list of candidates: a candidate is punished more when he loses 

positions at the threshold of promising list positions than when he drops from the first onto 

the second list position. We thus use a dummy variable which takes the value 1 if candidate i 

had a list position in 2013 (unmodified) that was worse than the last list position that got into 

the parliament in 2009 (Punishmenti; note that our data set only includes politicians that were 

successful list candidates in 2009). To be sure, this variable cannot measure whether 

politicians were rewarded for voting against the party line; the variable rather measures 
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whether MPs were punished or not.9 As main explanatory variable, we count how often MP i 

defected and voted in roll-call votes against the party line, i.e. against the majority of his 

party. Deviation ratioi describes the ratio of defected over total participated votes by MP i.10  

We include many control variables that are likely to predict our dependent variable and that 

might also be correlated with our main explanatory variable Deviation ratioi to deal with 

endogeneity concerns because of potentially omitted variables: Partyik describes dummy 

variables for the political parties CDU, SPD, FDP, and Left Party (reference category: 

Greens). The parties’ reaction on MPs deviating from the party line may well differ across 

parties. For example, we expect a conservative party such as the CDU to punish deviating 

from the party line to a larger extent than the Greens, a party that experiences quite some 

discourse within the party and promotes grassroots democracy. In a similar vein, deviating 

from the party line is likely to be more common within the Green party than within the CDU. 

Seven control variables describe political characteristics (Politicalil). We measure the political 

experience of MP i by the years he was in parliament or held an office in his party (party 

leader, faction leader or party’s secretary general) or was a minister. A prominent MP such as 

a (local) party leader is both less likely to be punished by the party and to deviate from the 

party line than MPs who are less prominent. Political characteristics also include an MP’s 

activity in parliament as measured by speeches, oral contributions, absence rate (in roll-call 

votes), and earnings from side jobs. MPs who are active in parliament by, for example, giving 

many speeches are less likely to be punished than MPs who do not give many speeches. 

Parties often reward MPs’ efforts. We believe that the MPs giving many speeches do not 

annoy their parties by discussing issues and expressing views who are not in line with the 

                                                 
9 Rewarding an MP would require him to jump from an unsuccessful list position to a successful list position. 
We can however obviously observe voting behavior only for politicians who have already been in parliament 
and thus have had a successful list position already in 2009. 
10 We also coded abstention as deviation when the majority of the party voted yes or no, and yes and no as 
deviation when the majority abstained. Inferences do not change when Deviation ratio is based on the value 1 for 
deviation, 0.5 for abstention, and 0 for no deviation in case the majority voted yes or no, and when Deviation 
ratio is based on the value 0.5 for yes and no and 0 for abstaining in case the majority abstained. 
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views the majority of the party holds. We therefore also conjecture that MPs who give many 

speeches are less likely to deviate from the party line than MPs who do not do so. Clearly, 

some MPs giving many speeches may also be inclined to deviate from the party line – 

sometimes party leaders may even advocate diverging positions to signal grassroots 

democracy to their voters. MPs’ outside earnings are likely to be positively correlated with 

parties’ punishment because many voters and also party members believe that “good” 

politicians should devote their entire time to political activities and not to outside activities. 

MPs having pronounced outside earnings seem to be more independent from political office 

than MPs with low outside earnings. The MPs’ independence, in turn, should make deviations 

from the party line more likely (independent MPs have to care less about potential 

punishment by the party to afford a living). We include four control variables Personalim that 

indicate whether an MP i is male, married, how many children he has and his age in 2009. 

Age may predict the deviation ratio and parties’ reaction in manifold ways. For example, on 

the one hand, young MPs (freshmen) are less likely to deviate from the party line than older 

MPs when they believe in strict party discipline and fear to get punished for voting against the 

party line. Young politicians might be punished more than older politicians, because they had 

less time to build up strong networks within the party and the faction in the federal 

parliament. On the other hand, we would expect young politicians to be punished less than 

older politicians, because parties acknowledge young politicians’ efforts to run for office, and 

in times of lacking political talents, parties cannot afford punishing young promising MPs. 

Self-confident, young MPs might want to express independence and their own views by 

intentionally voting against the party line in individual roll-call votes. We also include age 

squared; inferences regarding the Deviation ratio do no change. ui describes an error term. We 

estimate OLS and probit models with standard errors robust to heteroskedasticity 

(Huber/White/sandwich standard errors – see Huber 1967 and White 1980). 
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For robustness checks that do not turn out to change the inferences regarding the 

Deviation ratio, we also include fixed state effects and interaction terms between the party 

dummy variables and the fixed state effects. It is conceivable that habits regarding both 

punishment and deviation from the party line differ across states and parties within states. For 

example, the CDU in Hesse has been described to be stalwart. F-tests indicate however that 

the fixed state effects and the interaction terms between the party dummy variables and the 

fixed state effects do not turn out to be jointly statistically significant. 

We acknowledge that there might be unobserved characteristics that we might still be 

worried about after including our control variables. An example is within party clashes across 

different regions within a state. Regional representation is one of the most important 

predictors of designing the party lists for the national parliament. In many states and parties, 

regional representation is balanced and the party lists reflect the balance of power within 

parties. Large and powerful regions are served first. For instance, clashes between MPs from 

different regions within the faction of the state parliament or on party conventions contesting 

influential offices within the party (positions such as local chairmen or general secretary of a 

party) translate into designing the party lists for the federal parliament. We are hesitant to 

predict the extent to which these clashes or other unobserved characteristics bias our estimate 

of the Deviation ratio. To be more explicit about whether our estimate of the Deviation ratio 

would be upward or downward biased, we would need to know the correlation between the 

unobserved characteristic and the deviation ratio and parties’ punishment (do within party 

clashes make MPs more or less likely to deviate from the party line? This may well depend on 

the balances of power within the party and individual political career concerns. Also, parties’ 

punishment of individual MPs depends on the balances of power within the party). 

Another endogeneity concern is reverse causality. To deal with potential reverse 

causality we also focus on the roll-call votes which took place before the parties nominated 

their candidates. Inferences do no change. 
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3.3 Regression results 

Column (1) of Table 2 shows the results of OLS regressions with our first measure of change 

in party list positions. The coefficient of Deviation ratio is negative, but does not turn out to 

be statistically significant (the p-value is 0.451). We believe that we have estimated a quite 

precise zero. The estimated coefficient of the coefficient of Deviation ratio in column (1) is -

5.056; the mean of the Deviation ratio is 0.02, the standard deviation is 0.03. The mean of the 

number of lost list positions is -0.35 and the standard deviation is 4.65. Increasing the 

Deviation ratio by one standard deviation and taking the insignificant estimate literally would 

have been associated with decreasing list positions by around 0.15 – some 0.03 standard 

deviations. The coefficients of the political party dummies for the CDU, SPD, FDP and Left 

Party are all negative and statistically significant. How many years an MP was in parliament 

or whether an MP had a function in his party or was a minister, an MP’s activities in 

parliament as measured by speeches and oral contributions, and the absence rate lack 

statistical significance. When an MP, however, had high earnings from jobs other than his 

parliamentary duties, he benefitted in terms of list positions. Older MPs lost in terms of list 

positions. The coefficient of Age is positive and statistically significant at the 1% level. Other 

personal characteristics of an MP lack statistical significance. 

In column (2) of Table 2 we run the same OLS regressions, but use the measure of 

change in party list positions when we omit those candidates from the party lists that did not 

participate in both elections. The Deviation ratio coefficients do again not turn out to be 

statistically significant, indicating that how we calculate list positions does not matter.  

Our first two measures of changes in list positions still include rather irrelevant shifts 

in list positions throughout the entire party lists (Table 2). Table 3 shows the regression 

results of a probit model where the dependent variable is a dummy variable indicating 

whether an MP – who was elected in 2009 via the party list – had a list position in 2013 which 

was worse than the last list position that got into the parliament in 2009. We thus focus on 
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changes in list positions where parties do not nominate MPs on promising list positions, 

describing actual punishment. The coefficient of Deviation ratio in column (1) is negative and 

statistically significant at the 5% level, indicating that politicians are punished for not 

deviating from the party line when it comes to whether politicians are placed on a promising 

list position or not. The numerical meaning of the marginal effect of Deviation ratio (not 

shown) is that the probability of punishment decreases by 1.02 percent when the deviation 

ratio increases by 1 percentage point. The result is, however, not robust to excluding the five 

MPs with the highest deviation ratio. The coefficient of Deviation ratio is no longer 

statistically significant when we exclude the outliers in column (2).11 We do thus not arrive at 

the conclusion that MPs were punished for not deviating from the party line.  

 

3.4 Robustness tests 

We submitted all of our results to rigorous robustness tests using different specifications of 

our regressions and different samples. None of these robustness tests indicates any severe 

fragility of our results. Table 4 describes the individual robustness tests and indicates if and 

how inferences of our baseline models change. In the following, we describe only individual 

robustness tests in more detail. 

In one of the robustness tests, we investigated whether parties punish male MPs 

differently than female MPs. We therefore estimated our regressions separately for male and 

female MPs. The coefficients of Deviation ratio are negative and significant for male MPs in 

all specifications. In the subsample of female MPs the coefficients of Deviation ratio lack 

statistical significance. It is conceivable that political parties react less to the voting behavior 

of female MPs because females are less active in politics, and parties often have quotas of 

how many females should be on their party lists. 

                                                 
11 Inferences regarding Table 2 do not change when we exclude the five outliers with the highest deviation ratio 
(results not shown). 
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In our baseline estimations we included MPs that entered the German parliament via a 

party list. In Germany, however, almost all of the candidates who run for a direct mandate are 

also on a party list. For politicians who run in a safe district where they are very likely to win 

the direct mandate the position on the party list is not relevant. We expect that there is still no 

effect of deviation when we include all MPs that were on a party list irrespective of whether 

they entered the parliament via a direct or a list mandate (or when we include only MPs who 

won a direct mandate). The coefficients of the Deviation ratio in the OLS models with our 

first and second measure of change in list positions are however negative and often 

(marginally) statistically significant for all MPs and only the MPs who won a direct mandate. 

The results thus indicate that MPs with a direct mandate and a good list position, i.e. MPs for 

whom the list position is not relevant, are rewarded for deviating from the party line. These 

MPs even gain positions. In a similar vein, the coefficients of Deviation ratio in the probit 

model for only MPs who won a direct mandate indicate that MPs are rewarded for deviating 

from the party line. The coefficients of Deviation ratio in the probit model for all MPs do not 

suggest an association between the Deviation ratio and parties’ reactions. 

 

4. Conclusion 

Ample literature exists on the voters’ reaction to political candidates’ characteristics and 

behavior. Studies have shown that voters reward MPs voting against the party line in the next 

election. But little empirical evidence exists how parties themselves react to MPs voting 

against the party line. We examine whether German parties punished candidates for the 

parliament that voted against the party line. Using different measures for parties’ reaction, our 

results do not show that politicians are punished for deviating from the party line when it 

comes to whether politicians are placed on a promising list position or not.  

 Our findings show that parties tolerate when politicians vote according to their own 

credo. Parties do not punish defecting MPs by giving them a worse list position in the future. 
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Our findings are in contrast to an empirical study for Slovakia, where defecting MPs received 

better pre-election list positions in the next election (Crisp et al. 2013). In Germany, the CDU 

– contrary to the public conjecture – did also not sanction defecting MPs; CDU MPs did thus 

not face any consequences when they deviated from the party line and voted against the 

European rescue packages. Many MPs from the FDP, by contrast, did not obtain any list 

position when they voted against the European rescue packages (Wimmel 2014).  

Why is it that parties do not have a negative view on MPs that defect from the party 

line? It is conceivable that parliamentary indiscipline benefits the party because parliamentary 

indiscipline may increase electoral support (more voters find their individual views being 

reflected in the party) and poor policy outcomes are less clearly attributed to unitary actors 

(Powell and Whitten 1993).12 

  

                                                 
12 In majoritarian election systems, party leaders anticipate voters’ punishment and ask legislators in safe 
districts to take risks and support the partisan cause because safe seats can afford to lose a modest amount of 
votes (Carson et al. 2010). An increase in party unity on voting at the aggregate level has adverse electoral costs 
for both parties over time (Lebo et al. 2007). Parties may however also incur costs from nominating notable 
individually strong candidates which are less dependent on the political party leaders and are hence more likely 
to break party unity (Cantor and Herrnson 1997, Heidar 2006, Kam 2009, Tavits 2009, 2010). 



 16 

References 

Ansolabehere, Steven and Philip E. Jones (2010), Constituents’ responses to congressional 
roll-call voting, American Journal of Political Science 54, 583-597. 

Arnold, R. Douglas (1990), The Logic of Congressional Action. New Haven, CT: Yale 
University Press. 

Arnold, Felix, Björn Kauder, and Niklas Potrafke (2014), Outside earnings, absence, and 
activity: Evidence from German parliamentarians, European Journal of Political 
Economy 36, 147-157. 

Becher, Michael and Ulrich Sieberer (2008), Discipline, electoral rules and defection in the 
Bundestag, 1983-94, German Politics 17, 293-304. 

Becker, Johannes, Andreas Peichl, and Johannes Rincke (2009), Politicians’ outside earnings 
and electoral competition, Public Choice 140, 379-394. 

Berggren, Niclas, Henrik Jordahl, and Panu Poutvaara (2010), The looks of a winner: Beauty 
and electoral success, Journal of Public Economics 94, 8-15. 

Berggren, Niclas, Henrik Jordahl, and Panu Poutvaara (2017), The right look: Conservative 
politicians look better and voters reward it, Journal of Public Economics 146, 79-86. 

Bernecker, Andreas (2014), Do politicians shirk when reelection is certain? Evidence from 
the German parliament, European Journal of Political Economy 36, 55-70. 

Bütikofer, Sarah and Simon Hug (2015), Strategic behaviour in parliament, Journal of 
Legislative Studies 21, 295-322. 

Canes-Wrone, Brandice, David W. Brady, and John F. Cogan (2002), Out of step, out of 
office: Electoral accountability and House members’ voting, American Political 
Science Review 96, 127-140. 

Cantor, David M. and Paul S. Herrnson (1997), Party campaign activity and party unity in the 
U.S. House of Representatives, Legislative Studies Quarterly 22, 393-415. 

Carson, Jamie L., Gregory Koger, Matthew J. Lebo, and Everett Young (2010), The electoral 
costs of party loyalty in Congress, American Journal of Political Science 54, 598-616. 

Crisp, Brian F., Santiago Olivella, Michael Malecki, and Mindy Sher (2013), Vote-earning 
strategies in flexible list systems: Seats at the price of unity, Electoral Studies 32, 658-
669. 

Fiorina, Morris P. (1974), Representatives, Roll Calls, and Constituencies. Lexington, KY: 
Lexington Books. 

Galasso, Vincenzo and Tommaso Nannicini (2015), So closed: Political selection in 
proportional systems, European Journal of Political Economy 40, 260-273. 

Gehring, Kai, T. Florian Kauffeldt, and Krishna C. Vadlamannati (2015), Crime, incentives 
and political effort: A model and empirical application for India. Unpublished paper. 

Geys, Benny and Karsten Mause (2013), Moonlighting politicians: A survey and research 
agenda, Journal of Legislative Studies 19, 76-97. 

Geys, Benny and Karsten Mause (2016), The limits of electoral control: Evidence from last-
term politicians, Legislative Studies Quarterly 41, 873-898. 

Heidar, Knut (2006), Parliamentary party group unity: Does the electoral system matter? Acta 
Politica 41, 249-266. 



 17 

Hennl, Annika (2014), Intra-party dynamics in mixed-member electoral systems: How 
strategies of candidate selection impact parliamentary behaviour, Journal of 
Theoretical Politics 26, 93-116. 

Huber, Peter J. (1967), The behavior of maximum likelihood estimates under nonstandard 
conditions, Proceedings of the Fifth Berkeley Symposium on Mathematical Statistics 
and Probability 1, 221-233. 

Kam, Christopher J. (2009), Party Discipline and Parliamentary Politics. Cambridge, UK: 
Cambridge University Press. 

Kauder, Björn and Niklas Potrafke (2016), Supermajorities and political rent extraction, 
Kyklos 68, 65-81. 

Klein, Markus and Ulrich Rosar (2005), Physical attractiveness and electoral success. An 
empirical investigation on candidates in constituencies at the German federal election 
2002, Politische Vierteljahresschrift 46, 263-287. 

Kunicova, Jana and Thomas F. Remington (2008), Mandates, parties and dissent. Effect of 
electoral rules on parliamentary party cohesion in the Russian State Duma, 1994-2003, 
Party Politics 14, 555-574. 

Lawson, Chappell, Gabriel S. Lenz, Andy Baker, and Michael Myers (2010), Looking like a 
winner: Candidate appearance and electoral success in new democracies, World 
Politics 62, 561-593. 

Lebo, Metthew, Adam J. McGlynn, and Greg Koger (2007), Strategic party government: 
Party influence in Congress, 1789-2000, American Journal of Political Science 51, 
464-481. 

Manow, Philip (2012), Wahlkreis- oder Listenabgeordneter, Typus oder Episode? Eine 
Sequenzanalyse der Wege in den Bundestag, Politische Vierteljahresschrift 53, 53-78. 

Mayhew, David (1974), Congress: The Electoral Connection. New Haven, CT: Yale 
University Press. 

Neuhäuser, Alice, Maike Mischler, Graeme D. Ruxton, Markus Neuhäuser (2013), Gründe 
für von der Fraktionsdisziplin abweichendes Abstimmungsverhalten bei 
Bundestagsabgeordneten, AStA Wirtschafts- und Sozialstatistisches Archiv 7, 91-99. 

Oak, Mandar P. (2006), On the role of the primary system in candidate selection, Economics 
& Politics 18, 169-190. 

Peichl, Andreas, Nico Pestel, and Sebastian Siegloch (2016), Incumbency advantage in a 
mixed electoral system: The case of Germany. Unpublished paper. 

Powell Jr., G. Bingham and Guy D. Whitten (1993), A cross-national analysis of economic 
voting: Taking account of the political context, American Journal of Political Science 
37, 391-414. 

Roland, Gérard (2009), Legislative behavior in the European Parliament, CESifo Economic 
Studies 55, 15-29. 

Schüttemeyer, Suzanne S. (2002), Wer wählt wen wie aus? Pfade in das unerschlossene 
Terrain der Kandidatenaufstellung, Gesellschaft - Wirtschaft - Politik 51, 145-161. 

Sieberer, Ulrich (2010), Behavioral consequences of mixed electoral systems: Deviating 
voting behavior of district and list MPs in the German Bundestag, Electoral Studies 
29, 484-496. 



 18 

Solé-Ollé, Albert (2003), Electoral accountability and tax mimicking: The effects of electoral 
margins, coalition government, and ideology, European Journal of Political Economy 
19, 685-713. 

Stokes, Donald E. and Warren E. Miller (1962), Party government and the saliency of 
Congress, Public Opinion Quarterly 26, 531-546. 

Stratmann, Thomas (2006), Party-line voting and committee assignments in the German 
mixed-member system. In: Roger D. Congleton and Birgitta Swedenborg (eds.): 
Democratic Constitutional Design and Public Policy. Analysis and Evidence. 
Cambridge, MA: MIT Press, 111-130. 

Stratmann, Thomas and Martin Baur (2002), Plurality rule, proportional representation, and 
the German Bundestag: How incentives to pork-barrel differ across electoral systems, 
American Journal of Political Science 46, 506-514. 

Tavits, Margit (2009), The making of mavericks: Local loyalties and party defection, 
Comparative Political Studies 42, 793-815. 

Tavits, Margit (2010), Effect of local ties on electoral success and parliamentary behaviour, 
Party Politics 16, 215-235. 

Thames, Frank C. (2005), A House divided, Comparative Political Studies 38, 282-302. 
Vivyan, Nick and Markus Wagner (2012), Do voters reward rebellion? The electoral 

accountability of MPs in Britain, European Journal of Political Research 51, 235-264. 
White, Halbert (1980), A heteroskedasticity-consistent covariance matrix estimator and a 

direct test for heteroskedasticity, Econometrica 48, 817-838. 
Wimmel, Andreas (2013), Fachliche Expertise und abweichendes Verhalten bei 

Abstimmungen zur Euro-Krise im Deutschen Bundestag, Zeitschrift für 
Politikberatung 6, 125-136. 

Wimmel, Andreas (2014), Nach der ESM-Abstimmung im Bundestag: Abstrafung der Euro-
Kritiker? Gesellschaft - Wirtschaft - Politik 63, 13-22. 

  



 19 

Figure 1: Voting against the party line is not correlated with a change in the list position 

  
Note that negative values on the vertical axis indicate gained list positions. 
Source: Own illustration. 
 
 
Figure 2: Voting against the party line is not correlated with a change in the modified list 
position 

 
Note that negative values on the vertical axis indicate gained modified list positions. 
Source: Own illustration. 
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Figure 3: MPs who deviated more often from the party line were not more often punished 

Source: Own illustration. A t-test on means does not indicate a significant difference between “not punished” 
and “punished” (t-value 0.41). 
 
 
Table 1: Descriptive statistics 
 Obs. Mean Std. Dev. Min. Max. 
Number of list positions lost 257 -0.35 4.65 -12.00 37.00 
Number of modified list positions lost 257 0.25 2.39 -6.00 14.00 
Punishment 257 0.09 0.29 0 1 
Deviation ratio 257 0.02 0.03 0.00 0.18 
CDU 257 0.08 0.27 0 1 
SPD 257 0.25 0.43 0 1 
FDP 257 0.25 0.43 0 1 
Left Party 257 0.18 0.39 0 1 
Greens 257 0.24 0.43 0 1 
Years in parliament 257 8.66 5.79 0.69 32.98 
Function in party 257 0.10 0.55 0.00 3.98 
Minister 257 0.08 0.52 0.00 3.98 
Speeches 257 36.21 22.67 1 140 
Oral contributions 257 13.33 13.72 0 139 
Absence rate 257 0.08 0.08 0.00 0.43 
Earnings from side jobs 257 16.67 62.01 0.00 724.00 
Male 257 0.58 0.50 0 1 
Married 257 0.62 0.49 0 1 
Number of children 257 1.36 1.35 0 7 
Age 257 46.63 9.91 23 69 
Years in parliament, Function in party, and Minister measured in years; Earnings from side jobs measured in 
1000 euros; Age measured in 2009. 
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Table 2: Regression results (OLS model).  
Dependent variable: Number of list positions lost (column 1) and Number of modified list 
positions lost (column 2).  
 (1) (2) 
Deviation ratio -5.056 

(0.451) 
-2.462 
(0.487) 

CDU -3.782** 
(0.018) 

-0.213 
(0.779) 

SPD -3.577*** 
(0.002) 

-0.403 
(0.430) 

FDP -1.687** 
(0.047) 

0.272 
(0.484) 

Left Party -1.526** 
(0.039) 

-0.377 
(0.389) 

Years in parliament 0.173 
(0.175) 

0.077 
(0.115) 

Function in party -0.405 
(0.288) 

-0.258 
(0.108) 

Minister -0.557 
(0.229) 

-0.435** 
(0.034) 

Speeches -0.013 
(0.418) 

-0.001 
(0.880) 

Oral contributions -0.030 
(0.164) 

-0.008 
(0.513) 

Absence rate -1.040 
(0.807) 

-1.088 
(0.624) 

Earnings from side jobs -0.009* 
(0.068) 

-0.004* 
(0.086) 

Male 0.381 
(0.498) 

0.195 
(0.508) 

Married -0.704 
(0.235) 

-0.467 
(0.145) 

Number of children 0.097 
(0.670) 

-0.090 
(0.463) 

Age 0.120*** 
(0.000) 

0.074*** 
(0.000) 

Observations 257 257 
R2 0.173 0.166 
Number of list positions lost describes how many list positions an MP lost on the 2013 list compared to the 2009 
list of his party. Number of modified list positions lost describes how many list positions an MP lost on the 2013 
list compared to the 2009 list of his party after omitting those candidates from the party lists that did not 
participate in both elections. Deviation ratio describes the ratio of defected over total participated votes by an 
MP. 
Standard errors robust to heteroskedasticity (Huber/White/sandwich standard errors).  
p-values in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01. 
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Table 3: Regression results (Probit model).  
Dependent variable: Punishment.  
 Full sample Outlier excluded 

sample 
 (1) (2) 
Deviation ratio -7.699** 

(0.018) 
-6.493 
(0.105) 

CDU -1.464** 
(0.019) 

-1.411** 
(0.023) 

SPD -0.766** 
(0.027) 

-0.736** 
(0.032) 

FDP -0.361 
(0.332) 

-0.320 
(0.391) 

Left Party -0.383 
(0.313) 

-0.375 
(0.321) 

Years in parliament -0.000 
(0.988) 

-0.000 
(0.997) 

Speeches -0.012 
(0.117) 

-0.011 
(0.125) 

Oral contributions 0.004 
(0.648) 

0.004 
(0.625) 

Absence rate -3.501 
(0.154) 

-3.375 
(0.167) 

Earnings from side jobs -0.011** 
(0.039) 

-0.011** 
(0.040) 

Male 0.200 
(0.431) 

0.182 
(0.479) 

Married -0.479* 
(0.084) 

-0.481* 
(0.082) 

Number of children 0.105 
(0.286) 

0.105 
(0.287) 

Age 0.059*** 
(0.000) 

0.059*** 
(0.000) 

Observations 257 252 
Pseudo R2 0.214 0.212 
Chi-squared 38.56 37.14 
Prob > Chi-squared 0.000426 0.000701 
Log likelihood -62.66 -62.48 
Punishment describes a dummy variable which takes the value 1 if a candidate had a list position in 2013 that 
was worse than the last list position that got into the parliament in 2009. Deviation ratio describes the ratio of 
defected over total participated votes by an MP. We exclude Function in party and Minister, because having a 
function in a party and being a minister predict failure perfectly. 
Standard errors robust to heteroskedasticity (Huber/White/sandwich standard errors).  
p-values in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01. 
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Table 4: Robustness tests. 
Robustness test Do inferences change? 
Separating roll-call votes into categories to investigate 
whether punishment depends on the different topics of 
the votes: general foreign policy, military actions, 
domestic policy in general, domestic policy during the 
financial and economic crisis, energy topics, European 
politics in general, European rescue packages, and in 
particular Greek rescue packages. 

Weak evidence for general foreign 
policy and for domestic policy during 
the financial and economic crisis. 

Identifying the ten most important roll-call votes using 
Google Trends and using deviating from the party line 
in these votes as dependent variable. 

No. 

Using the total number of deviations from the party 
line of an MP instead of Deviation ratio. 

No. 

Counting being absent as a deviation. Deviation ratio 
then describes the ratio of defected over total votes. 

No. 

Estimating the regressions separately for each political 
party. 

In some regressions significant 
effects for the SPD, Greens and Left 
Party. 

Running regressions separately for male and female 
MPs 

Significant effect for male MPs in all 
models. No effect for female MPs.  

Measuring a promising list position to enter the federal 
parliament by using (a) the average position in the 
1998, 2002, and 2005 national elections that sufficed 
to enter parliament and (b) the position in the next 
(2013) election that sufficed to enter parliament. 

No. 

Including all MPs that were on a party list irrespective 
of whether they entered the parliament via a direct or a 
list mandate, or including only MPs who won a direct 
mandate. 

Deviation ratio in the OLS models is 
negative and often (marginally) 
significant for all MPs and only the 
MPs who won a direct mandate, and 
in the probit model for only MPs who 
won a direct mandate. No effect in 
the probit model for all MPs. 

Testing whether parties are more attentive to the 
voting behavior of MPs during the time party list 
positions are voted on inside the parties (usually two 
years before the election): including the ratio of 
deviating over participated votes separately for each 
year of the legislative period. 

Significant effect of Deviation ratio 
only in the probit model, which is 
strongest in the years 2011 and 2012 
(the two years before the election 
year). 

Testing for a selection effect: MPs who feared that 
they would be punished with non-viable list positions 
may have retired. 

Retiring MPs on average deviated 
less than MPs who ran in the next 
election (moreover, retiring cannot be 
explained by deviating from the party 
line). 
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